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Introduction

The purpose of this course was to explore connections between contemporary
model theory and category theory. By model theory we will mostly mean first
order, finitary model theory. Categorical model theory (or, more generally,
categorical logic) is a general category-theoretic approach to logic that includes
infinitary, intuitionistic, and even multi-valued logics. Our goal is to give an
introduction to categorical logic, toposes (both elementary and Grothendieck),
and their relation to model theory.



Chapter 1

A Brief Survey of
Contemporary Model
Theory

Up until to the seventies and early eighties, model theory was a very broad
subject, including topics such as infinitary logics, generalized quantifiers, and
probability logics (which are actually back in fashion today in the form of con-
tinuous model theory), and had a very set-theoretic flavour. In particular, the
focus was usually on models and methods of constructing models. There was
a general feeling of model theory as being a collection of techniques, such as
compactness, which only really “came to life” in applications, such as in non-
standard analysis or the Ax-Kochen theorem.

Starting in the mid-eighties, the focus of model theory tended towards the
study of first-order finitary logic as well as the category of definable sets of
models and not just the models themselves. On the pure side, the focus became
the classification of theories and, in application, more sophisticated techniques
were being used.

I.1 Model Theory Basics

Model theory is a “set-based theory” in the sense that the objects being studied
are sets. In recent times, model theory has adopted a more category-theoretic
perspective, perhaps naively, in the form of the categories Mod(T') and Def(T),
which we will introduce in this section. We also aim to introduce the basic
concepts of model theory and briefly outline some important variants on notions
of definability, such as hyperdefinability, and examples.

The fundamental correspondence in model theory is the one between syntaz
and semantics. On the syntactic side, we have the notion of a vocabulary (we
assume for convenience that everything is 1-sorted) or language, L, is a set



consisting of:
e relation symbols R, each equipped with an airity ng > 0;
e function symbols f, each equipped with an airity ny > 0;

e constant symbols ¢ (one may also consider constant symbols as 0-ary func-
tion symbols);

e logical symbols: A, V, =, 3, =, T, L, (, ), and a countable list of variables
Ty Yy 2y

In practice, we will omit the arity ng of a relation symbol (similarly for function
symbols) when the context is clear. We will also omit the logical symbols, and
assume they are always in our language. For example, the language of graphs
is Lgraphs = {R} where R is a binary relation symbol; the language of rings is
Lyings = {+,x,—,0,1} where “+” and “x” are binary function symbols, “—”
is a unary function symbol, and “0” and “1” are constant symbols.

Definition I.1. An L-term is a string of symbols in L defined inductively as
follows:

e if x € L is a variable symbol, then z is a term;

o if t1,...,t, are terms, and f € L is a function symbol of arity n, then
ft1,...,tn) is a term.

If t is an L-term, we will write ¢ = ¢(Z) to mean that the variable symbols
in T may appear in t.
Given a language L, we define the set of L-formulas inductively as follows:

Definition I.2. An L-formula ¢(Z) is a string of L-symbols defined inductively
as follows:

1. T and L are formulas;

2. if t1(Z1),...,tn(Ty) are L-terms, and R is an n-ary relation symbol, then
O(Z1y...,Tpn) := R(t1,...,t,) is a formula (called an atomic formula);

3. if ¢(Z) is a formula, then ¢(Z) := —p(Z) is a formula;

4. if o(z) and () are formulas, then 6(Z,7) := ¢(Z) A (g and x(Z,7) :=
©(Z) V (7) are formulas;

5. if ¢(Z,y) is a formula, then ¢(Z) = Jyp(Z,y) is a formula.

For the most part, the string ¢ — ¥ will be used to abbreviate -y V 1 and
Vap(z) will abbreviate =Jzp(x). However, we will see in later sections that
quantifiers and formulas of the form ¢ — 1 will be treated differently in the
categorical setting.



Remark 1.3. Note that there is a version of model theory called continuous
model theory in which structures are (bounded) metric spaces and formulas are
interpreted as uniformly continuous real-valued functions.

We write “p(x) € L” to mean an L-formula with free-variable “z”. That is,
the variable “x” is not quantified over, and the truth of ¢(z) depends on our
interpretation of “z”. For example, in the language of rings,

P(z1,...,z,) =0,

where P(z1,...,2,) is a polynomial with integer coefficients, is a formula with
free-variables x1,...,z,. The formula

3((z —)? = 2)

has free-variables z and y, and z is a bound variable. A formula ¢ with no
free-variables is called a sentence.

On the semantic side, we have the notion of an L-structure, M, which
consists of a set M (the universe) and

e for each relation symbol R of arity ng, we have an interpretation of R as
a subset R(M) C M"r;

e for each function symbol f of arity ny, we have an interpretation as a
subset f(M) C M™f x M that is the graph of a total function f : M™f —
M;

e for each constant symbol ¢, we have an interpretation as an element ¢™ €
M.

In practice, we will usually just identify M and M as well as each symbol with
its interpretation.

The main definition is that of truth of a formula in a model. We write
“M E ¢(a)” to mean that ¢(Z) is true in M when Z is interpreted as tuple
a € M. If o is a sentence, we say that “M models ¢” if M = o. If ¥ is a set of
L-sentences, possibly infinite, we say M models ¥ and write M X if M E o
for every o € X. For a set of L-sentences ¥ and another L-sentence o, ¥ = o
(X implies or entails o) if, for any L-structure M, if M = X, then M [ o.

As mentioned earlier, contemporary model theory is concerned not only
with models, but with the collection of definable sets of a structure. Given an
L-formula ¢(%) and an L-structure M, we write

p(M) :={ae M": M= p(a)}.

A set X C M™ is said to be definable (0-definable or @-definable) if there is
an L-formula (%) such that X = ¢(M). If A C M, then a set X is called
A-definable (or definable over A) if there is an L-formula ¢ (Z,y) and a tuple
b€ A™ such that

X={aeM": M E=(a,b)}.



Given to L-structures M and N, an embedding f : M < N is called an elemen-
tary embedding if it preserves all of the definable structure of M and N; that
is, f: M — N is an elementary embedding if and only if, for every L-formula
»(z) and every a € M™,

M = p(a) & N = o(f(a)).

If M C N and the inclusion map ¢ : M < N is elementary, we say that “M is an
elementary substructure of N” or, equivalently, “N is an elementary extension
of M” and write M < N. If f: M — N is elementary, we will often implicitly
identify M with its image f(M) and write M < N anyway.

Example I.4. Let L = {+,0} be the language of additive groups. The natural
embedding

(Z’ +’ 0) (% (ZD +7 0)7

where Z is the profinite completion of the integers, is an elementary embedding
of additive abelian groups.

Given a language L, an L-theory, T, is a consistent set of L-sentences (often
assumed to be closed under logical implication). By consistent, we mean that T'
has a model. We say that T is complete if for every L-sentence o, either o € T'
or -o € T. Given an L-structure M, we call the set

Th(M):={c€L: M o}

the theory of M. Th(M) is always a complete L-theory. Observe that if M < N
then Th(M) = Th(N) (the converse is not true in general).

The fundamental theorem of model theory is the compactness theorem, which
characterizes when a theory (or any set of sentences) is consistent in terms of
its finite subsets:

Theorem 1.5 (The Compactness Theorem). Let ¥ be a set of L-sentences.
Then ¥ is consistent if and only if every finite subset X' of ¥ is consistent.

Remark 1.6. It is arguable that model theory is interesting precisely because
the compactness theorem holds.
The compactness theorem gives rise to “non-standard models” of a theory.

Example 1.7. 1. Let L = {€}. The axioms of Zermelo-Frankel set theory
(ZF) give an incomplete L-theory.

2. ACFy, the theory of algebraically closed fields of characteristic 0, is a
complete Ly gqs-theory.

To a given L-theory T, we can naturally associate two categories: Mod(T),
the category of models, and Def(T'), the category of (0-) definable sets. Mod(T')
is given by the following data:



e objects: models M =T
e morphisms: elementary embeddings M — N.
The category Def(T') is given by

e objects: equivalence classes [p(Z)] of formulas modulo T: two formulas
»(Z) and ©(Z) are equivalent modulo T if T' = VZ(p(Z) <> ¥(T)).

e morphisms: a morphism from [¢(Z)] to [¢)(7)] is given by an equivalence
class modulo T of L-formulas x(Z,y) such that

T EVZ [p(Z) = I'9x(Z, §)] AVEF[e(Z) A X(Z.7) = v(@)],

i.e. in any model M of T, the formula x(Z,y) defines a the graph of a
function from ¢(M) to ¥»(M) (here, “3=17 is an abbreviation for “there
exists exactly one”, which is expressible in a first-order way).

Remark 1.8. Note that it is not totally necessary to take equivalence classes of
formulas modulo T" as the objects of Def(T); one could take formulas themselves
and allow equivalent formulas modulo T to be isomorphic objects in Def (7).
However, it is important to take morphisms as equivalence classes.

A reoccurring theme in categorical model theory (after Makkai) is the ques-
tion of when Def(T) can be recovered completely from Mod(7T). Lascar [§]
showed that this is possible when T is Rg-categorical and G-finite.

In many cases, Def(T") has real mathematical content.

Example 1.9. 1. For AC'Fy, the theory of algebraically closed fields of char-
acteristic 0, Def(ACFp) is essentially the category of of algebraic varieties
over Q with morphisms regular maps.

2. If T = RCF, the theory of real closed fields, Def(T) is the category of
semi-algebraic sets with semi-algebraic functions.

1.2 Morleyization and the 7! Construction

1.2.1 Morleyization

Given a first-order theory T in a language L, one may construct a language L’
and a definitional expansion T” of T, called the Morleyization of T, such that
T’ has quantifier elimination, and any model M = T has a unique expansion
to a model M’ of T". In this sense, T and T” are essentially the same, however
we will see later on that for an arbitrary first-order theory T, the Morleyization
T’ will better fit the framework of categorical logic (the category Def(T”) will
always be coherent, whereas Def(T") may not be).

Construction 1.10 (Morleyization). Let T be a first-order L-theory.

1. We construct the language L’ as follows:



e L C L

e for every formula ¢(Z) € L, we adjoin a relation symbol R,(Z).
2. We take T” to be the L’-theory consisting of T" and the new axioms
VZ[p(Z) < Ry (T)]
for every formula (z) € L.
Proposition 1.11. Let T be a first-order L-theory.
1. T' has quantifier-elimination in the language L'.

2. For every M' =T', X C M’ is definable iff X C M is definable in the
reduct M of M’ to L.

Proof. Trivial. U

1.2.2 T

Let T be a complete first-order theory in a language L. For any partitioned
L formula ¢(Z;y) (by partitioned, we just mean that one might imagine the
variable § being reserved for parameters) we have a formula E,(y, Z) defined by

Vi (o(Z;9) < o(T;2)) .

It is clear that for any model M |= T, we have that E, is a (-definable
equivalence relation on M™ for n = |g|. In fact, we have more: for any model
M =T, if E is a (-definable equivalence relation on M™ for some n, then there
is some formula ¢(Z; ) so that E = E: just take ¢(Z;7y) = E(z;y) and then
it’s easy to check that E(7, %) is equivalent to

Vi (B(7;9) & E(7;2)).

When trying to understand a first-order theory, we invariable want to try and
understand definable sets. To understand definable sets, we need to understand
how they interact and this includes understanding quotients of definable sets by
definable equivalence relations. Many interesting structures arise naturally as
the quotient of a definable set by a @-definable equivalence relation. The T4
construction gives a nice setting in which such quotients of definable sets are
actually definable.

Construction 1.12 (7°?). Let T be an L-theory and let {E;(Z;, ;) : i € I} be
an enumeration of all formulas without parameters such that |z;| = |7;| = n; € w
and such that T implies that F;(Z;, 7;) is an equivalence relation. We will assume
that Fy is just equality “=".

1. Let L°? be the many sorted language consisting of sorts Sg, for each i € I,
the symbols of L considered as functions and relations on S— and for each
1 > 0, an n;-ary function symbol Fg, : S= — Sg,.



2. Let T°? be the theory which contains all of T (where each L-sentence in
T is considered as an L°?-sentence with variables and quantifiers ranging
over the sort S—) along with the sentences

Vzy € SL[Ei(Z,Y) < FE,(T) = Fg,(y)]
Yy € Sg, (3T € S2)(Fg, () = y)
for all 7 € 1.

Observe that theory T°? lets us do precisely what we wanted: suppose M =
T let X be a definable subset of M™, say by the formula ¢(Z), and let E be
some (-definable equivalence relation on M™, then X/FE is now definable in M4
by the formula

¥(y) = 3z (p(2) N Fp(Z) =9),

or, less formally, the image Fg(X) in the sort Sg. Also, for a € M™ such that
M = ¢(a), the equivalence class a/FE is definable by the formula

@(T) A Fp(Z) = Fp(%).

The theory 77 is a canonical conservative expansion of T': that is, if M =T,
then there is a canonical L?-expansion of M, denoted M*¢? and, conversely, if
N = T°1, then the reduct to the sort S_(N) is a model of T. The sort S is
called the “home sort” and elements of the new sorts will be called imaginaries.
From here on, we will identify M and S_.

Lemma 1.13. 1. M = N if and only if M°1 = N°1,
2. If X C M™ is definable in M*®? then it is definable in M.
3. Aut(M) = Aut(M®?) as groups.

Proof. 1. It is enough to show that for every L°? sentence ¢, there is an L
sentence ¢q such that for any L-structure M and it’s expansion M9,

M| o< M = o
In fact, while we’re at it, we can prove something a bit more general:

Claim. Let o(21,...,z,) be an L°-formula where x; is a variable in
some sort Sg,. Then there is an L-formula oo(Z1,...,Z,) where each T;
has length n; and such that

M = (@ /B ... a0 /En) < M @o(an,.. . ,an)
or equivalently

M = (Y31, ..., %0 € S_) (0(Fg, (T1), - .., Fp, (Fn)) © @o(F1, ..., Tn)) .
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We prove this claim by induction on the complexity of formulas. The
base case follows immediately, since in L°¢ the only new symbols are
the functions Fg, and so every L°?-term is either an L-term, or of the
form Fg,(t1(Z),...,tn;(T)) where the t; are L-terms. If o(zq,...,x,) is
a boolean combination of formulas of the form Fg,(a;) = Fg,(ar) we
are done, since we can rewrite each basic subformula by the L-formula
E;(aj,ax) (by our interpretation of the functions Fg,) to get ¢g. Since
there are no new relation symbols on the new sorts, we are done the base
case. The rest follows easily.

2. This follows from the claim in the previous part.

3. Suppose that o is an automorphism of M. We want to show that it ex-
tends uniquely to an automorphism & of M®?. In order to ensure that
0 is actually an automorphism of M¢? we are forced to assume that
6(a/E) = 6(Fr(a)) = Fg(6(a)) = Fr(o(a)) = o(a)/FE for any §-definable
equivalence relation F. Now, we can easily check that ¢ is an automor-
phism of M*€9: it is clearly surjective on every sort, and is injective, since
if o(a)/E = o(b)/E, then M | E(o(a),o(b)) and so M = E(a,b). For
any formula ¢ and elements of M“?, we have

M = p(ay/Ey, ... a0/ Ey)

<= M E eo(a,...,an,)

= M E po(o(ar),...,o(an))

< M = p(o(ar)/E,...,o0(an)/Ey)
& M = p(6(ar/Er),. ... 0(an/En))

where the formula (g is as in part (i). For uniqueness, suppose that 7
is some other automorphism of M¢? extending o. Then for every a/E in

Meq,

7(a/E) = 7(Fp(a)
= Fp(7(a))
= Fg(o(a))
=o(a)/E
=4(a/F).

So7T=6.

On the other hand, suppose that ¢ is an automorphism of M*¢?. We want
to show that ¢ = & [ is an automorphism of M. This is trivial, from
part (ii).

O

Remark 1.14. Tt is not the case that every model of T is of the form M®?
for some M = T. However, since for any model M* = T, the home sort M

11



is a model of T, it is easy to see that the isomorphism from the home sort of
M* and the home sort of (Mj)®? extends to an isomorphism between M* and
(Mp)©4. That is, every model of T is isomorphic to a model of the form M©?
for M =T.

For those familiar with the terminology (which will be introduced later), this
statement is equivalent to the statement that the functor

(=) : Mod(T') — Mod(T*?)

is essentially surjective. Tt turns out that (—)¢? is actually an equivalence of
categories, meaning that from the perspective of category theory, Mod(7T') and
Mod(T¢?) are essentially the same.

Remark 1.15. Categorically, Def(7¢?) is the pretopos completion of Def(T).
Corollary I.16. 1. If T is complete, then T¢? is complete.

2. (Te)1 =Teq,

3. Any model M1 is the definable closure (in L) of the sort M.
Proof. 1. Immediate.

2. Follows from the Claim in Part 1.

3. For any imaginary element a/FE;, the set {a/F;} is precisely defined by
the formula “Fg,(a) = «”.
0

1.3 Saturated Structures and Variants on
Definability

In this section, we assume for convenience that all theories are single-sorted and
that L is a countable language. Let M an L-structure.

I.3.1 Type-definable Sets and Saturated Structures

Definition 1.17. Let A C M. A set X C M™ is called type-definable over A iff
there is a collection X(Z) of L-formulas over A such that

X ={be M"™ :¥p(z) € (7), M = ¢(b)}.

If N is an L-structure containing A as a subset, we will write X(N) as the
type-definable subset of N defined by X(Z).

One may think of type-definable sets precisely as the intersection of definable
sets, since:

2(M) = [e(M).

p(z)ex(z)

12



In particular, any A-definable set is trivially type-definable over A. Note that
given an L-structure M, a set A C M, and a set of L(A)-formulas X(Z), the
type-definable set Y(M) may be empty. This might happen for one of two
reasons:

1. The set of sentences X(¢), where ¢ is a new tuple of constants, is not
consistent with Th(M) for any interpretation of ¢ in M.

2. M is not “big enough” to have any realizations of 3(Z).

In the first situation, the compactness theorem tells us that there is a finite
subset {¢1(Z),...,¢i(Z)} such that M = —3z(/\, ¢:(Z)). This situation is un-
interesting, since it boils down to the fact that an intersection of a collection of
sets is empty when one of the sets is empty.

The second situation is more interesting. If X(z) is such that for every
finite A(Z) C X(Z) there is ¢ € M such that M | A(¢) (the finite intersection
property), then its not unreasonable to imagine that (M) is empty because
somehow M does not have “enough” elements. In this situation, the set of
points 3(M) tells us nothing about the set X(Z). Even if (M) is non-empty,
it still may be too small to give any information:

Example 1.18. Counsider the structure M = (Z, +,0) in the language of addi-
tive groups. Let 3(z) be the set

Y()={n]x:neN\{0}}

=¢Jyly+...+y=1):neN\{0}

n times

In this situation, it is easy to see that X(x) is consistent with Th(M), but
Y(M) = {0} which is already definable. Indeed, I'(x) := ¥(x) U {z # 0} is still
consistent with Th(M), but T'(M) = 0.

In order to better understand the sorts of sets definable by sets of formulas
Y (Z), it is necessary to consider structures which are in some sense very big:

Definition 1.19. Let s be an infinite cardinal. An L-structure M is called
k-saturated if for any A C M with |A| < &, and any set of L(A)-formulas (%)
with the property that

M =3z \ ¢(z)

p(@)eA(Z)
for any finite subset A(Z) C (), we have that there is b € X(M).
Example 1.20. 1. (C,+,x,—,0,1,—) is 2%-saturated.
2. (R,+, x,<,—,0,1) is not Nyp-saturated: consider the set

Y(z)={n<z:neN}L

13



Fact 1.21. By the compactness theorem, for any structure M and any k, there
s an elementary extension N = M that is k-saturated.
Ezercise 1.22. Suppose M is k-saturated. Then either M is finite, or |M]| > k.

Remark 1.23. Any theory T has k-saturated models for any k, though not
necessarily k-saturated models of cardinality x (without extra set-theoretic as-
sumptions).

Remark 1.24. Saturated models play the same role as Weil’s “universal domains”
in algebraic geometry. More precisely, an algebraically closed field K in the
language of rings is A-saturated iff |K| > A for A > R,.

Example 1.25. Let £ > 2% and let G = (Z, +,0) be k-saturated. Then
G=ZoQ

for some A > k (here, Q is considered just as an additive, divisible, abelian
group). This gives a good understanding of Th(Z, +, 0).

Remark 1.26. (Z,+,0) is the free group on one generator. For the free group on
two or more generators, there can be no such description of saturated models,
since their theory has the dimensional order property (DOP).

Example 1.27. We return to a previous example: let
G=ZaQ
be a k-saturated model of of Th(Z, +,0) and let
N(z) ={n[z:neN\{0}}.

Then %(G) = Q* (Z(G) in this case is GY, the connected component of G' and
G/G° = Z and this is independent of our choice of saturated model G).

1.3.2 Hyperdefinability
Let L be a countable language and let M be a x-saturated L-structure.

Definition I.28. Let A C M be small, ie. |A] < k, and let X C M" be
type-definable over A. A set of the form X/FE, where F is a type-definable over
A equivalence relation on X, is called hyperdefinable.

As with type-definable sets, hyperdefinable sets are subject to compactness,
and so “belong” to first-order logic.

Remark 1.29. Unlike the situation in T°? where quotients of definable sets can
be added to our theory, there is no formalism in which we can do the same for
hyperdefinable sets. This difference was one of the motivations for the intro-
duction of continuous model theory.

14



Example I1.30. 1. (Metric Ultraproducts) Consider an infinite-dimensional
R-Banach space (i.e. an infinite dimensional, complete, normed, R-vector
space) viewed as a two-sorted structure:

M= (‘/7"_707_) 7(]Ra+7><7<70717_),”_”:V—>R,)\ZRXV—)V
—_
Vector space sort RCF sort Norm Scalar multiplication

Let x be a large, infinite cardinal, and let M™* = M be a k-saturated
elementary extension:

M* = [V, R =", A7

(we omit the symbols in the vector space sort and the fields sort for
brevity). Here, R* = R is a non-standard real closed field and so M*
is not a Banach space, as the norm may take non-standard values.

Let X be the unit ball in V* (which is #-definable):
X={veV* v <1}

Consider the following type-definable equivalence relation on X:

Bey) = {le =l < 2 inen\ o)}

i.e. x and y are equivalent iff the “distance” between x and y is an in-
finitesimal, non-standard real (or 0). Then X/F is canonically the unit
ball of a “metric ultrapower” of the original Banach space M, which is
again an R-Banach space. This Banach space is a k-saturated elementary
extension of M in the sense of continuous logic. In fact, letting

X, ={veV* :|u|" <n},

the inclusion X,, < X, 41 induces a map X,,/E — X,1/E and M =
colim,, (X,,/E) is the Banach space in question.

2. (Bounded hyperdefinable sets) Let M be a x-saturated structure, A C M,
|Al < k and let X(M) C M™ be type-definable over A and E(M) a
type-definable-over-A equivalence relation on X (M).

Definition 1.31. We say X/F is bounded (or sometimes, just E is bounded)
iff, for any (sufficiently saturated) elementary extension M’ = M, the
canonical inclusion

X(M)/E(M) < X(M')/E(M’)
a/E(M) — a/E(M’)

is also a surjection.
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Intuitively, “E is bounded” means that moving up to an elementary ex-
tension does not create any new FE-classes. That is, if F is bounded and
M' = M, then

Va € X(M'),3b € X(M) such that M’ = E(a,b).

Ezercise 1.32. Use compactness to show that if X is type-definable over
A and E is an A-definable equivalence relation on X (as opposed to type-
definable), then X/F is bounded if and only if X/E is finite.

Assume X/FE is bounded and let 7 : X — X/E be the canonical surjection.
We can define a topology on X/ FE, the so-called logic topology, by declaring
Z C X/E to be closed if and only if 771(Z) C X is type-definable (over
any small set, not necessarily the same set over which X is defined).

Ezercise 1.33. Use the compactness theorem to show that X/E equipped
with the logic topology is a compact, Hausdorff, topological space.

In the special case where X = G is a type-definable group (i.e. G is a
type-definable-over-A set and there is a group operation on G for which
the graph in G x G x G is type-definable-over-A), and F is an equivalence
relation induced by a type-definable normal subgroup N of G, we get
that G/N is a compact, Hausdorff, topological group. This is related to
Hrushovski’s work on approximate subgroups and the work of Green and
Tao.

Example 1.34 (Subexample). Consider the earlier Banach space example
in the special case where M = (R, +, x,0,1, <, —, ||—||). Let M* = M be
k-saturated for some big cardinal £ and take [ = {z : 0 < 2 < 1} the unit
interval. As before, let

Ble) = {le—vl < 1 ne M\ @) ],

Then I/E is bounded: I(M')/E = I(R) = [0, 1] and the logic topology in
I(M'")/E given by the quotient map 7 : I — I/E is the usual Euclidean
topology on [0, 1].

As a slight modification of this example, consider the (-definable group
G = ([0,1)*,4 mod 1) in M* = (R*,+, x,0,1,<,||—|]) (in some sense,
the definable incarnation of R/Z) and the equivalence relation E corre-
sponding to the normal subgroup

1 1
G .= {xeG:x<n,neN\{O}}U{xeG:(l—x)<n,nEN\{O}}.
Then G/E = G/G" = S*, the circle group.

Note that in general, the non-standard hull of R in R*, say X, (which is
not type-definable, though it is the complement of a type-definable set, i.e.
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\/-definable) admits a surjective “standard part map” st : X — R, which
assigns to every non-standard element of X the real number to which it
is “closest”. This standard part is precisely the quotient map induced by
the equivalence relation E(z,y) < Vn, ||z —y|| < 1/n.

17



Chapter 11

Introduction to Category
Theory and Toposes

II.1 Categories, functors, and natural transfor-
mations

Definition I1.1. A category C is a collection of objects X,Y,Z, A, B,...,a,b,...
and a collection of morphisms f, g, ... such that each morphism f has a domain
dom(f) and a codomain cod(f) which are objects of C. If dom(f) = X and
cod(f) =Y we write f : X — Y, but this does not mean that f is an actual
function. In addition, for each object X there is a distinguished identity mor-
phism 1x : X — X or idyx : X — X, and there is a composition operation: if
f: X —=Yandg:Y — Z then the composite is go f or gf : X — Z. Moreover,
we require that

e Composition is associative: h(gf) = (hg)f whenever defined, and
e Composition is unital: flx = f =1y f.
Remark 11.2. Tt’s an easy exercise to show that the identity 1x is uniquely

defined by condition of being unital.

Notation. Given C sometimes Cy denotes the set of objects, and C; the set of
morphisms. If X,Y € Cp, then More(X,Y) or Home(X,Y') denotes the set of
morphisms between X and Y.

Example I1.3. Categories are everywhere. Some examples:

(a) Let (P,<) be a partially ordered set. Then we define a category with
object set P and such that there is a morphism betwen a and b iff a < b
in which case this morphism is unique. Formally, we may think of the
morphism set as {(a,b) | @ < b} with dom(a,b) = a and cod(a,b) = b.
Unitality is given by reflexivity and associativity is given by transitivity.
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(b)

()

The category Set. Objects are sets, and morphisms are mappings between
sets. Identities are the usual maps, and unitality and associativity are
well-known.

By a monoid, we mean a set X with a binary operation (z,y) — z -y
which is associative and has a unit e € X such that e-x =z =z -e for all
x € X. This can be thought of as a category with a single object * and
X as the set of morphisms, with composition given by -. And conversely,
any category with a single object can be thought of as a monoid: this is a
1-1 correspondence.

The category Grp whose objects are groups and morphisms are homomor-
phisms.

The category Top whose objects are topological spaces and morphisms
are continuous maps. (Generally, if you're studying some class of mathe-
matical object, you’ll probably consider the category of those objects and
structure-preserving maps at least implicitly. . . ).

Mod(T"), where T is a theory. Objects are models of T', morphisms are
elementary maps. (Or: you could take morphisms to be embeddings — cf.
East-Coast Model Theory vs. West-Coast Model Theory.)

Def(T), where T is a theory. Objects are definable sets and morphisms.
This is analogous to algebraic geometry, where a morphism of affine va-
rieties is a polynomial map — a sort of definable function rather than
structure-preserving map (but it can be viewed that way by viewing it as
a map of coordinate rings!).

Def(M), the category of definable sets in a model M (over some fixed
collection of parameters).

Let C be a category. Then we say that C is definable in a structure M
(over parameters A) if:

(a) Each object and each morphism is an element of M, and the sets Cy,
Cy are A-definable sets in M.

(b) The functions dom(—),cod(—) : C; — Cj have graphs which are
A-definable in M.

(c) The graph of the morphism composition function (—o—): C? — C;
is A-definable in M.

Remark 11.4. If C is an A-definable category in a structure M then the
map assigning each object to its identity morphism has an A-definable
graph.

Likewise, a category C is definable in a theory T if for every model M of
T, C is (-definable in T.
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(k) The empty category 0 has no objects and no morphisms. The one-object
category 1 is the category with one object and only the identity morphism.
More generally, if S is a set, there is a category with object set S and only
identity morphisms. This sets up a bijection between sets and discrete
categories — i.e. categories with all morphisms being identities.

Remark I1.5. We will not take size issues very seriously in this course. But note
that a category C where both Cy and C; are sets is called small. Many familiar
categories like Top, Set, and Grp are not small.

A category C such that for any A, B € Co, Hom(A4, B) is a set is called locally
small i.e. C is enriched in Set. The categories Top, Set, and Grp are all locally
small.

Definition I1.6. Let C,D be categories. By a functor F' : C — D, we mean
a pair (Fp, F1) with Fy : Co — Dy and Fy : C; — D; mappings such that
Fy(dom f) = dom(F1(f)), Fo(cod f) = cod(F1(f)) and composition and units
are preserved: Fi(gf) = Fi(g)F1(f) and Fi(1x) = 1p,(x). Often we write F' in
place of Fy, F;.

Example I1.7. Functors are everywhere. Some examples:

(a) “Forgetful functors” (no formal definition). For example Grp — Set taking
the underlying set. Or if you have a sub-theory, you an take a reduct, and
this will be a forgetful functor.

(b) For any category C, there is a unique functor 0 — C and a unique functor
C—1.

(¢) There is a projection functor C x D — C. Here we introduce the product of
two categories, with (C x D)o = Cy X Dy, and Homexp((CD), (C', D)) =
Home(C, C") x Homp (D, D). Composition and units are likwise given by
taking the product of the operations in C and D. The projection functor
sends (C,D) — C and (f,g) — f. There is, of course, also a projection
functor onto the second factor.

(d) “Free functors”, for example if X is set, then let F'(X) be the free group
on X, i.e. the group of words on the letters {z |z € X} U{z™! |z € X}.
This works for any variety in the sense of universal algebra.

(e) Let C be a category and let X € Cy. Then there is a functor yx : C —
Set given by yx(Y) = More(X,Y) and if f : Y — Z, then yx(f) :
More(X,Y) — Morx (X, Z) is given by composition with f. Such a func-
tor is called a representable functor.

(f) Let T be a theory and ¢(Z) a formula. Then there is a functor ¢ :
Mod(T) — Set, o(M) = p(M) = {@d € M™ | M |= ¢(@)}. Aside: Charac-
terizing functors of the form ¢ is one of the themes we will explore as we
go along. N
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(¢) Given T, M | T, we have a category Def(M) of M-definable sets, and
there is a functor Mod(T') — Cat, M +— Def(M).

Remark 11.8. There is a category Cat of categories where an object is a category,
a morphism is a functor.

Example I1.9 (Slice category). Given a category C and an object X € Cy, the
slice category C/X has objects morphisms in C with codomain X, like Y I x.

A morphism from Y i) X to Z % X consists of a morphism 2 :Y — Z in C
such that gh = f:

y s 7
XJQ
X

There is a functor C — Cat sending X — C/X. The action on morphisms is by
postcomposition.

Definition I1.10. (i) Let C be a category. There is a category C°P the op-
posite category of C with the same objects and morphisms as C, but with
domain and codomain reversed.

(ii) A covariant functor F : C — D is just a functor. A contravariant functor
from C to D is a functor from C°? — D.

Example II.11. Given C, the map CoxCy — Set sending (A4, B) — Hom¢ (A, B)
yields a functor C°P? x C — Set. The action on morphisms is given by composi-
tion.

Definition I1.12. Let C be a category.

(i) A morphism f : X — Y in C is monic, or a monomorphism, if for any
g,h:7Z — X,if fg= fh, then g = h.

(ii) Dually, a morphism f : X — Y is called epic, or an epimorphism if it is
monic in C°P, i.e. if for every g,h: Y — Z,if gf = hf, then g = h.

(iii) A morphism f : X — Y is called a split monomorphism if there exists
ag:Y — X such that gf = idx (exercise: in this case f is indeed a
monomorphism).

(iv) A morphism f : X — Y is called a split epimorphism if there exists a
g 1Y — X such that fg = idy (exercise: in this case, f is indeed an
epimorphism).

(v) A morphism f : X — Y is called an isomorphism if there exists g : ¥ — X
such that gf = idx and fg = idy (exercise: in this case g is uniquely
defined by these conditions), and we write g = f~!. (exercise: a morphism
which is split monic and epic is an isomorphism. Dually, a morphism which
is epic and split monic is an isomorphism.)
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Example I1.13. (a) In Set, a map f is monic iff it is injective, and it is epic
iff it is surjective.

(b) In Mon, the category of monoids, the inclusion map f : N — Z is both
monic and epic, but not an isomorphism. Monicness is easy to see. For
epicness, suppose that g,h : Z — H with gf = hf. Then g(n) = h(n) for
all n € N. Then g(—n) = g(n)~! = h(n)~! = h(—n) because inverses in a
monoid are unique. So g = h.

(c) A group can be identified with a one-object category in which all mor-
phisms are isomorphisms. The opposite group corresponds to the opposite
category.

(d) A groupoid is a category where all morphisms are isomorphisms.

(e) Equivalence relations can be identified with groupoids which are at the
same time posets — that is, all morphisms are isomorphisms and there is
at most one morphism X — Y for any X,Y. The correspondence works
just as for posets in general.

Definition I1.14. Let F,G : C — D. A natural transformation from F to G,
written o : ' — G, consists of a family of morphisms ax : F(X) — G(X)
of morphisms in D for each X € Cy, which is natural in the sense that for
any f: X — Y, we have ay F(f) = G(f)ax. That is, the following diagram
commutes:

F(X) 2 G(X)

% Jew

F(Y) 25 G(Y).
If each ax is an isomorphism, then « is called a natural isomorphism.

Example I1.15. Let U : Grp — Set be the forgetful functor, and let F' : Set —
Grp be the free group functor. There are natural transformations

€: FU = iderp
v:idse = UF

defined as follows: for G € Grp, the morphism e : FU(G) — G sends the
word gif'--- g*! to the product gF'---gF! in G. And for some A € Set, the
morphism vA — UF(A) sends the element a to the word a. We can check that
these are natural transformations.

Remark 11.16. 1. Suppose that F, G, H : C — D are functors and o : F = G
and $ : G = H are natural transformations, then there is a composite
natural transformation Sa : F = H with (Ba)x = Sxax (check that this
is naturall).
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2. If C,D are categories then the functor category D is the category whose
objects are functors C — D, and morphisms are natural transformations.
Composition is defined as in the previous item, and the identity on a
functor idg : F = F is the transformation with components (idg)x =
idpx. One can show natural isomorphisms are the isomorphisms of this
category.

In Set, there is a bijection between the set of functions X x Y — Z and the
set of functions X — ZY, where ZY is the set of functions ¥ — Z.

Proposition I1.17. The same holds for the category of categories. That is,
given categories C, D, £, there is a natural bijection Homc, (€ xC, D) = Homea (€, DC).
That is, we have a natural isomorphism of functors Cat°® x Cat®? x Cat — Set.

Remark 11.18. This property is called being a Cartesian closed category, which
we will discuss more later. That is, we're observing that Cat and Set are both
Cartesian closed categories.

Proof. First we describe the map Homcy (€ x C,D) — Homcat(E,DC). Let
F : ExC — D be a functor. The image of F' under the bijection will be a functor
F : & — CP defined as follows. First we define Iy : & — (CP)q. Foreach E € &,
denote by Fg : C — D the functor which on objects is Fg(C) = F(E,C) and
on morphisms for f: C — C’ in C we define Fg(f) : F(E,C) — F(E,C") to
be Fi(idg, f) : F(E,C) — F(E,C"). Check that this is a functor F : C — D.
We set Fy(E) = Fi. Now we define the action on morphisms Fy : & — (D¢);.
If g: E — E’is a morphism in &, then F(g) should be a morphism F;(g) :
Fo(E) = Fy(E’") in CP, ie. a natural transformation F(g) : Fg = Fg/. For
C € Cy, we define the component (Fy(g))c = F(g,idc) : F(E,C) — F(E',C).
Check that this defines a natural transformation F(g) : Fg = Fgr.

Now we describe the inverse map Homc, (€, D) — Homca (€ xC, D). Given
G : & — D), we define a functor G : & xC — D as follows. On objects, we
define Go(E,C) = G(E)(C). On morphisms (g, f) : (E,C) — (E',C"), we
define G1(g, f) : G(E)(C) = G(E")(C") to be the composite G(g)crG(E)(f),
or equivalently by the naturality of the natural transformation G(g) : G(E) =
G(E"), the composite G(E')(f)G(g)cr. Check that this defines a functor G :
ExC—D.

Then we check that these two maps are inverse to one another. We can also
check naturality in C, D, £. O

I1.2 Yoneda’s Lemma

Often in mathematics, one defines some sort of abstract mathematical object
with certain concrete examples in mind. It’s important to ask to what extent
the abstract objects can be represented concretely. For example, the Stone
representation theorem allows one to represent an abstract Boolean algebra B
concretely as an algebra of sets, i.e. to embed B in the powerset algebra of some
set. Cayley’s theorem in group theory allows one to represent an abstract group
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G concretely as a group of permutations, i.e. to embed G into the permutation
group of some set (namely, the underlying set of the group itself). In this
section, we will see how to represent an abstract category C concretely as a
category of (multi-sorted, unary) algebras and homomorphisms between them,
i.e. to embed C into a category of multisorted unary algebras. In fact, we will
recover Cayley’s theorem as a special case, by regarding a group as a 1-object
category.

Ezercise 11.19. Let C be a category. Define a language L as follows. The sorts
of L are the objects of C. There are no relation symbols, and the function
symbols of L (which are all unary) are the morphisms of C. The “input” sort
of a morphism is its domain, and the “output” sort is its codomain. Define
an L-theory T as follows. For every composable pair of function symbols f,g,
there is an axiom Vzg(f(x)) = gf(x) (where gf is the composite in C). Show
that there is a bijection between models of T" and functors C' — Set, and that
this extends to a bijection between homomorphisms of models of T" and natural
transformations between functors C — Set. The upshot is that categories of
the form Set® are certain categories of algebras.

Definition 11.20. Fix a category C. For C € C. In Example (e)| we defined

the representable functor

yo : C°P — Set
C" — Mor¢(C', C)
f:C" = C" v~ Morc(f,C) : More(C',C) — More(C”,C)
(i.e. precpompose by f)

Moreover, given g : C7 — C5 we obtain a natural transformation

yg : ycl = yC2
(yg)cy, = Morc(Cs3, g) : More(C3, C1) — More(Cs, Cy)

(i.e. postcompose by g)
Check that y, is natural. Check that together we have defined a functor
Y=y—:C— Set™”
This functor is called the Yoneda embedding of C.

(Actually, earlier we defined a functor C — Set dual to this one: to translate
between the two definitions, interchange C and C°P.)
Let us define the term “embedding” that we just used.

Definition I1.21. Let F' : C — D be a functor. We say that

e Fis full if for all C,C", the map F : Hom¢(C,C’) — Homp (FC, FC’) is

surjective.
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e F'is faithful if for all C,C’ the map F : Hom¢(C, C') — Homp(FC, FC")
is injective.
e F'is an embedding if it is injective on objects, full, and faithful.
Proposition I1.22. The functor Y is an embedding.

To prove this, we will use:

Lemma I1.23. Given an object F of Set®” and an object C of C, there is a
natural bijection

for :Set" (yo, F) = F(C)
K = Hc(idc)

where naturality means that for all g: C — C' € C and ¢ : F = F' in Set® ",
the following diagram commutes:

Set’” (ye, F) 195 F(0)
lSetcop (9:1) J{uc/F(g)
Set®” (yor, F') 19255 F(C).

Note on the right hand side of the diagram that by naturality of p, pe F(g)
could equivalently be written as F'(g)uc.

Proof. Let us show that fc r is injective. Consider the following diagram:

Home (C',C) —<5 F(C")

ycuﬁ F(fﬁ

Home(C,C) —— F(C).

The diagram commutes by naturality of x. Consider id¢ € Home(C, C) in the
bottom left corner. Comparing the two ways of getting to the top right, we have

F(f)(kc(ide)) = ko (ye(f)(ide))
= ke (f) (IL.1)

That is, x is entirely determined by where it sends k¢ (id¢). But recall that by
definition, feo p(x) = ke(ide). So fo,r is injective.

For surjectivity, we note choose any x € F(C), and we define k¢(id¢) = =,
and extend this definition by equation . That is, we define ko (f) =
F(f)(x). We check that under this definition, x is natural.

We check the naturality statement. On the one hand, uc' F(9)(fo,r(k))

HC’}ZP(Q)(HC(idC) = pcricr(g). On the other hand, for p/(Set”” (g, p)(k))
Set®™ (g, 1) (k) (1er) = perker(g), so they agree.

O
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We can now prove the proposition:

Proof. We first show that Y is injective on objects. Let C' € C, then idg €
Y (C)(C), as it is a morphism from C to itself. But for all C’ € C not equal to
C and all D € C, the morphism id¢ does not belong to Y(C”)(D), as this is the
set Home (D, C").

We now show that it is bijective on Hom sets, which will complete the proof.
Let C,C" € C. The previous lemma yields a bijection fc y(cr) between F/(C)

and Set®” (Y/(C), Y (C")). But F(C) = Home(C,C"), so fe,y(cry is a bijection
between Home (C, ") and Set®” (Y(C), Y (C”)). We check that this is induced
by Y. O

Ezercise 11.24. Let C be a category, and A, B be objects of C. Suppose that
for all X € C, there is bijection fx : Home¢ (X, A) — Home (X, B). Moreover,
suppose that for all g € Home (X, X’), the following diagram commutes:

Home (X, A) —* Home (X, B)

-og -0g

Home (X', A) X% Home (X', B).

Then there is an isomorphism between A and B in C.

Remark 11.25. Functors from CP to Set are called presheaves on C.

I1.3 Equivalence of categories

An isomorphism between to categories C and D is defined as a functor from
C to D with an inverse. That is, we consider this functor as a morphism in
the category Cat of categories, it is an isomorphism if it has an inverse in this
category.

Example I1.26. Let T be a complete 1-sorted theory, and M |= T. Then the
categories Def(T) and Defy(M) are isomorphic.

This is often too strong, and categories we view as similar may fail to be
isomorphic. This motivates the introduction of the following notion:

Definition II.27. A natural transformation « between two functors F,G :
C — D is a natural isomorphism if for each X € C, the morphism ax is an
isomorphism.

Definition II.28. Two categories C and D are equivalent if there are functors
F:C — Dand G: D — C and natural isomorphisms p : ide = GF and
v:idp = FG.

In that case, we say that F and G are equivalences of categories, pseudo
inverse of each others.
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Example I1.29. Let (P, <) be a preorder (i.e < is reflexive and transitive),
which we see as a category. Define an equivalence relation E on objects by
E(x,y) if and only if x < y and y < x. Let w : P — @ be the quotient map.
Then @ is a partial order, and 7 is an equivalence of categories.

Example I1.30. A discrete category is a category in which the only morphisms
are the identity morphisms.

A category D is equivalent to a discrete category if and only if it is given by
an equivalence relation, that is D is a groupoid such that there is at most one
morphism between any two objects. Note that this is equivalent to being both
a groupoid and a preorder.

Remark 11.31. Both of these examples are equivalent to the axiom of choice.
Indeed, in both cases, to construct a pseudo inverse, we have to choose a repre-
sentative for each equivalence class.

Ezercise 11.32. Let F : C — D be a functor. Then it is an equivalence of
categories if and only if it is full, faithful, and essentially surjective, i.e : for any
D € D, there is C € C such that F(C) =p D

Definition I1.33. A duality between two categories C and D is an equivalence
of categories between C and D°P.

We will illustrate this notion with an example that is relevant to logic. But
first, we will need to state a few definitions. From now on, by a compact space,
we mean a compact Hausdorff space.

Definition I1.34. A topological space is said to be zero-dimensional if it has
a basis of clopen sets.

Remark 11.35. For a locally compact Hausdorff space, this is equivalent to being
totally disconnected, meaning that each point is its own connected component.

We will call compact zero-dimensional space Stone spaces.

Definition I1.36. A boolean algebra is a set B together with two distinguished
elements 0 and 1, two binary operations V (the join) and A (the meet), and an
unary operation — (the complement) such that :

e V and A are associative

e V and A are commutative

e for all a,b, we have a V (a Ab) = a and a A (a V b) = a (absorption)
e for all a, we haveaVO=aand aAl=a

e V and A are distributive on each other

e for all a, we have aV—-a=1and a A—a =0

We will denote C the category of boolean algebras with structure preserving
maps, and D the category of Stone space with continuous maps.
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Remark 11.37. If B is a boolean algebra, then for all a, b one can define a partial
order by a < b if and only if a V b = b. It has greatest element 1 and smallest
0. Moreover, the meet and join operations correspond to the infimum and the
supremum, respectively.

Example I1.38. If X is any set, then its power set P(X) is a boolean algebra
with the usual meet, join and complement. The partial order is in this case
given by inclusion.

Definition I1.39. Given a boolean algebra B, a filter on B is a subset F of B
such that :

e abe F=anbeF
egcFanda<b=be F
e 0ZF

Example I1.40. Let a € B,a > 0. The set F, = {z € B,a < z} is a filter. Tt
is called the principal filter generated by {a}.

If B is infinite, non principal filter exist. If B = P(N), then the set of cofinite
subset is a filter, called the Fréchet filter.

Definition I1.41. An ultrafilter is a maximal (for inclusion) filter. Equiva-
lently, it is a filter U such that for all a, either a € U or —a € U.

Fact 11.42. The aziom of choice implies that every filter extends to an ultra-
filter. In fact, ZF + { “ every filter extends to an ultrafilter”} (or equivalently,
plus the “Boolean prime ideal theorem”) is strictly weaker than ZFC.

We will now associate, to every boolean algebra B, a Stone space S(B).

Construction II1.43. Let B be a boolean algebra. Consider the set of ultrafil-
ters on B, denoted S(B). The collection of subsets

{{U € S(B),U D F}, F afilter } U {0}

give the closed sets of a topology on S(B).

To prove that this is a Stone space, we must find a basis of clopen sets, and
prove the space is compact. The basis of clopen sets is given by {{/,a € U}, a €
B}. These are closed because equal to an intersection of closed sets. Moreover,
if X, is the set associated to a, then (X,)¢ = X_,, so they are open as well.

The space is Hausdorff because if U # V), there must be a such that a € U
and —a € V. So X, and X_, separate them.

The reader is invited to check that to show compactness it is enough to prove
that if A C B is such that any finite part of A is contained in an ultrafilter, then
A itself is contained in an ultrafilter. But this assumption on A is equivalent
to every finite part of A having non-empty meet. Now consider the set F of
elements b € B such that there is aq,--- ,a, € A such that a; A---Aa, <b. It
is an ultrafilter, and contains A. So the space S(B) is compact.
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If f : B — C'is amorphism of boolean algebra (that is, a structure preserving
map), the reader can check that the map :

S(f): S(C) — S(B)
U— 71U

is well defined and continuous. This also preserves identities and composition,
and therefore defines a functor S : C — D°P.

We can define another functor G : D°? — C. It maps a Stone space X to
the boolean algebra of its clopen subsets. And if f : X — Y is a continuous
map and C' C Y is clopen, then f~! is clopen. Therefore we can define a map
G(B) : G(Y) — G(X), which is easily checked to be a morphism of boolean
algebras.

Theorem I1.44. The two functors S and G define a duality between C and D.

Remark 11.45. This implies in particular that any boolean algebra is isomorphic
to the boolean algebra of clopen sets of a Stone space.

The Stone duality applies to logic via boolean algebras of formulas.

Example I1.46 (Propositional logic). We consider the language given by propo-
sitional variables P;, Ps,- - -, the symbols V and A for disjunction and conjunc-
tion, 0 and 1 for false and true, a symbol , for comma, and parenthesis ( and
).

We can then define formulas inductively, as was done in the introduction to
model theory. Given variables P and @), an example of a formula is (-P) V G.
This particular formula is abbreviated as P — @Q, and the formula (P — Q) A
(Q — P) is abbreviated as P + Q.

A model of a collection of formulas is a truth assignment to each of the
propositional variables, such that each of the formula is true. A theory is a
consistent set of formulas (that is, it has a model).

Let T be a theory, then we can define a boolean algebra B(T") as the boolean
algebra of formula with meet A, join V, and complement #, up to equivalence
modulo 7. That is, to formulas ¢ and 3 are equivalent if and only if ¢ <> ¢ is
a logical consequence of 7.

Now consider S(B(T)), the reader can check that it is in one-one corre-
spondence with models of T. Therefore in this case, Stone duality is a duality
between the syntax B(T) and semantics (models of T').

One of the objectives of categorical logic is to generalize this approach to
predicate logic.

II.4 Product, Pullbacks, Equalizers

Definition I1.47. Let C be a category, and A, B two objects of C. The product
of A and B is an object denoted A x B of C and two morphisms 71 : X — A
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and 7o : X — B, which are universal. That is, for any object Y and morphisms
f:Y = A g:Y — B, there exists a unique morphism from Y to A x B making

the following commute:

» Ax B
X& %
B.

This morphism is sometimes (suggestively) denoted (f, g).

Remark 11.48. 1. Products, if they exist, are unique up to isomorphism.

2. We can define in a similar way the product of an arbitrary family of
objects. Again if it exists, it is unique up to isomorphism.

3. The product of the empty family, if it exists, is called the terminal object,
and denoted 1. Any object has a unique morphism going to 1.

4. In Set, the categorical product is the cartesian product, and the terminal
object is any singleton set.
5. If (P, <) is a poset and a,b € P, then a x b = inf{a, b} whenever it exists.

Definition I1.49. Let C be a category. Let f : B - Aand g : C — A
be morphisms in C. A pullback of f and g is an object P and morphisms
p: P — A q: P — Bsuchthat for all X and morphisms 5: X — B,v: X — C
satisfying f8 = g7y, there exists a unique morphism X — P making the following

commute :

é\\“

Remark 11.50. 1. If it exists, a pullback is unique up to isomorphism.

2. In Set, pullbacks exist and are fibred products. If f: B— Aand g: C —
A, then B x4 C ={(b,c) € BxC, f(b) = g(c)}, and the morphisms to A
are given by restriction of the projections.

Definition I1.51. Let C be a category, and let f,g: A — B be morphisms in
C. An equalizer of these two morphisms is an object FE along with a morphism
e: F — A such that for any object X and morphism € : X — A satisfying fe =
€ , there exists a unique morphism X — F making the following commutes :
€
/\

X >ET>A#§B.
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Remark 11.52. 1. If it exists, an equalizer is unique up to isomorphism.

2. In Set, equalizers exist, and the equalizer of
g
A $ B
is given by the subset {z € A, f(z) = g(x)} of A, with the inclusion in A.

3. In universal algebra, the kernel of a homomorphism of algebras f : X = Y,

ker(f) :={(xz1,22) € X x X : f(x1) = f(z2)}

is the equalizer of the maps fom : X x X — Y, i =1,2. ker(f) is always
a congruence relation on X.

If we consider products, pull backs and equalizers in the category C°P, we
obtain the same diagrams, but with every arrow reversed. These give the defi-
nition of coproduct, pushout and coequalizer. Once again, if these objects exist,
they are unique up to isomorphism.

Example I1.53. Given A and B objects in C, a coproduct of A and B is given
by an object X and two morphisms i; : A — X and i3 : B — X, such that for
any object Y and any pair of morphisms f: A — Y and g : B — Y, there exists
a unique morphism X — Y making the following commute :

We can define in a similar way the product of any indexed family of objects.
The product of the empty family, if it exists, is called the initial object, denoted
0. There is a unique morphism from zero to any object.

In Set, the coproduct correspond to the disjoint union, and the initial object
is the empty set.

The reader in invited to work out the definitions of the two other notions,
and construct them in Set.

Exercise 11.54. Show that :
1. Equalizers are monic.

2. Coequalizers are epic.
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X/B\A
N

is a pullback and B — A is monic, then X — C is monic too.

Definition II.55. Let C and D be categories. Let F: D - Cand G : C — D
be functors. Then F is said to be left adjoint to G (and G right adjoint to
F) if there is a natural isomorphism between C(F(-),-) : D°? x C — Set and
D(-,G()) : D°? x C — Set. That is, there is a collection of bijections {Mp ¢ :
C(F(D),C) — D(D,G(C)),C € C,D € D} such that for every f: D — D’ and
g: C'" — C, the following commutes :

Mp,c

C(F(D),C) —— D(D,G(C))

(rr.)] (r69)]
M ’ ’
C(F(D),C") =225 D(D', G(C")).
where the functions on the sides are obtained by precomposition on the left and
composition on the right. For example, if a : F(D’) — C’ then (Ff,g)(a) =
goaoF(f).

Adjunctions are ubiquitous in mathematics, and can often shed light on
certain constructions. The case of forgetful functors is a good illustration of
this.

Example I1.56. 1. Consider the free group functor F : Set — Grp and the
forgetful functor G : Grp — Set. Then for D € Set and C € Grp, can
construct the bijections Mp ¢ : C(F(D),C) — D(D,G(C)) like we did in
It is easy to check that these make I left adjoint to G.

2. Let k be a field, and C be the category of k-vector spaces. Consider the
forgetful functor G : C — Set, and the functor F' : Set — C which send a
set X to the k vector space it generates. Then G is right adjoint to F.
Essentially, this means that linear maps are determined by their restriction
to a basis.

3. Consider the category C of compact topological groups, and the category
D of topological group. The inclusion I : C — D is a functor, and it
has a right adjoint B. For a group G, the group B(G) is called the Borh
compactification of G.

Remark 11.57. Given F' : D — C left adjoint to G : C — D, the family
{Mp,c,C € C,D € D} is determined by the family {Mp pp)(idppy) : D —
GF(D),D € D}. Similarly, the family {M},, D € D,C € C} is determined by
the family {MG(C),C(idG(C)) :FG(C)— C,ce C}

32



Proof. Consider a : F(D) — C, the adjunction yields the following commutative
diagram :

C(F(D), P(D))"29'D(D, G(P(D))
J((O“idF(D)) J,(G(a)’idD)
C(F(D).C) —=2= D(D,G(O)).
Therefore, we obtain Mp c(a) = G(a) o Mp p(p)y(idp(p)), which proves the

first half of the remark. For the other half, observe in a similar way that

Mp'(B) = Mg c),c(ida(C)) o F(B). -

For D € D, we let np = Mp ppy(idpp)) : D — GF(D) and for C € C, we
let ec = Mg(c),c(ida(C)) : FG(C) — C. The family n = (np)p is a natural
transformation from idp to GF, called the unit. Similarly, the family e = (ep)p
is a natural transformation from F'G to ideg, called the co-unit.

Remark 11.58. 1. Let §: D — G(C), then the following commutes :

D—" G(C)

no TG(éc)

GF(D) gzt GFG(O).

2. Similarly, for any a : F(D) — C, the following diagram commutes:

F(D) —— C

F(nn)l }c

FGF(D m FG(C

3. Let nG' = {ng(c),C € C}, it defines natural transformation from G to
GFG. We also let Ge = G(ec), it defines a natural transformation from
GFG to G. Define Fn and €F in a similar way. We then have two
commutative diagrams of natural transformations :

G —" . GFG

N\ A

and
Pt FGF

N A
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Proof. 1. Thereis a: F(D) — C such that 8 = Mp c(a), so a = MB}C(ﬂ).
We also know that Mp ¢(a) = G(a) o np and M, '«(8) = €c o F(B). So

we obtain :
Mp,c(MD,C™(8)) = G(Mpo(8)) o np
B=GMp(B)enp
=G(ec o F(B))onp
= G(ec) o GF(B) onp
2. Similar.

3. For the first diagram, apply 1. to 8 = idg(c). For the second one, apply
O

Lemma I1.59. Let F : D — C and G : C — D be functors. Then F is a left
adjoint to G if and only if there are natural transformations n : idp = GF and
€ : FG = id¢ satisfying the identities Ge o nG = idg and €F o Fp = idp of the
previous remark.

Sketch of proof. To prove adjunction, we need to construct a natural isomor-
phism ® : C(F(-), ) = D(-,G(")). Let f € C(F(D),C). Then G(f) € D(GF(D),G(C)),
so G(F)onp € D(D,G(C)). We let ®p «(f) = G(f) o np. This collection of
maps defines a natural transformation because 7 is a natural transformation.
We obtain, in a similar way, a natural transformation ¥ : D(-, G(+)) = C(F(-),-).
For g: D — G(C), let ¥p c(g) = ec o F(g).
We obtain the following equalities, for f € C(F(D),C):

Ve (f) = ec o F(2(f))
=¢cc o F(G(f)onp)
=e¢ec o FG(f) o F(np) by functoriality of F’
= foeppy o F(np) by naturality of e
= foidp(p) by assumption

=f
We check that ® o U is the identity in the same way. So @ is the natural
isomorphism we are looking for. O

In practice, this lemma will allow us to prove adjunction between two func-
tors by finding two natural transformations, and making sure the unit-co-unit
equations hold.

Definition I1.60. Let C be a category, and let A be an object in C. Suppose
that that there is a functor A x - : C — C such that for all B, the object A x B
is a product of A and B.

34



If this functor has a right adjoint, we denote it ()4, say that A is exponen-
tiable, and call B# the exponential of B with respect to A.

Note. 1. Unpacking this adjunction, we see that it means the existence of
natural bijections between C(C, B4) and C(A x C, B).

2. Assuming the right adjoint exists, it has a co-unit €, which is the collection
of morphisms {ep : A x B4 — B, B € C}, called evaluation maps.

Example I1.61. In Set, any A is exponentiable, and for all B, the exponential
is AB | the set of functions from B to A. The co-unit is the evaluation map :

eg: Ax BA > B
(a,f) = f(a)

Definition I1.62. The category C is cartesian closed if it has finite products,
and each product functor has a right adjoint.

Exercise 11.63. For any category C, the category Set®” is cartesian closed.

Let C, D be categories, and D an object in D. By Ap we mean the constant
functor C — D which sends every object to D and every arrow to idp.

Construction I1.64. Given a functor F' : C — D, by a cone for F' we mean
a natural transformation p : Ap — F, for some D € D. It is a family {uc :
D — F(C),C € C} such that for any C,C" € C and f : C — C’, we have
per = F(f) o pc.

Given two cones (D, u) and (E,v) for F, a map from (D, u) to (E,v) is a
morphism ¢ : D — F such that for any C,C" € C and f : C' — C’, the following
diagram commutes :

el F(C)
I/C/
D25 FE F(f)
N
po F(0O)

Equipped with this notion of morphism, cones for F' form a category. A limiting
cone for F' is a terminal object in the category of cones for F.

Example I1.65. Let C be the discrete category with two objects C' and C’,
and F': C — D be a functor. Let A and B be the images of the two objects in



C. Then a morphism from a cone (D, u) to (E,v) is a commutative diagram :

teld B

fold

N

D— F

b

Therefore, a limiting cone is simply a product of A and B. The reader is invited
to work out similar conic definitions for pullbacks and equalizers.

Remark 11.66. By reversing the direction of the arrows, we obtain the dual
notion of a co-cone. It can be used to formalize co-products, push forwards and
co-equalizers.

Definition I1.67. 1. We say the category D is complete, or has limits, if it
has limiting cones for all functors F' : C — D, where C is a small category.

2. We say that D has finite limits if it has limiting cones for all functors
F : C — D where C is a finite category (meaning finitely many objects,
and all Hom-sets are finite).

Example I1.68. The category Set is complete.

For the remaining part of the section, we are going to use the following

notations. We will use J to denote the index category and C to denote the
category where we want to compute the limits. Hence the category of functors
from J to C will be denoted by C7. Also, there is a canonical functor A : C —
C7, which is defined to be such that A. is the constant functor of c.
Lemma I1.69. Suppose every diagram F : J — C has a limiting cone, then A
as above has a right adjoint, denoted by @1‘7 :CJ = C, where for each F € 667,
its image under m 7 is the vertex of the limiting cone. Furthermore, the counit
€, which is a natural transformation A]{iﬂlj = ides, whereep : A@J(F) — F
1s the limiting cone of F', or equivalently, the natural transformation A, = F,
where c is the vertex of the limiting cone.

Proof. From the definition. O
Remark 11.70. Suppose G : C — D is a functor and J is a small category.

Furthermore, we assume that limits of type J exists in both C and D, we can
obtain the following diagram,

lim
cJ i C

@l df

DJTD

o,



where GY sends F to GF.

We have a canonical natural transformation a : G@ 7= @1 7 G, which
is given by the universal property of limits. To be more precise, for each F' a
functor J — C, G@J(F) is the vertex of a cone over GF, and lim _GY is
the limiting cone of GF, hence there is a unique map into it by the universal

property.
Definition II1.71. A functor G is said to preserve limits of type J is ay as

above is an natural isomorphsim.

Need to check the following. MLH: It’s wrong. Also, the correct version
isn’t a lemma, it’s a named theorem: the Adjoint Functor Theorem.

Lemma I1.72. G :C — D preserves all limits iff G has a left adjoint.

Before the end of the section, we define the dual notion of limits, which are
called colimits, one can think of them as limits in COPJ, and a cocone will be
a natural transformation from F' to some A, for ¢ € Cy. And if colimits exists
for given J, we have the functor h_n; = which is a left adjoint to the functor

A :C — C7, given by the universal property.
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Chapter II1

More Advanced Category
Theory and Toposes

III.1 Subobject classifiers

Definition ITI.1. For a category C and X € Cp, a subobject of X is a monic
Y — X (actually, it is an equivalence class of such monics up to isomorphsim).
And Sub¢(X) is the set of subobjects of X. Furthermore, we have a partial
order on the set of subobjects. Let g : Yy — X and h : Y7 — X be two
subobjects of X, Yy < Y7 if there is f : Yy — Y7 such that hf = g. Note that
such f is automatically monic.

Remark I11.2. In Set, we have as special set 2 = {0,1}.In particular Y C X is
characterized by its characteristic function xy : X — 2 where x — 0 iff x € Y.
Working in categories other than Set, the special element 2 is replaced by an
object 2, which is called the subobject classifier provided it exists.

Definition ITI.3. Let C is a category with finite limits. In particular, it has
a terminal object. A subobject classifier is a (monic) arrow T : 1 — Q (T for
“true”), where 1 is a terminal object, such that for every monic S — X, there
is unique ¢ : X — Q such that

<<
Sh i

L
is a pullback.

Example II1.4. In Set, 1 = {0} and 2 = 2 = {0,1} where T : 1 —  is the
inclusion map. If S C X, let ¢ denote the inclusion of S into X. Then the



following diagram is a pullback:

W

—_

-

1
Ir
2

b

XS

where g is the “characteristic function” of S in X (or of X \ S if the reader
prefers characteristic functions to take value 1 for elements in the set)

(z) = 0 z€8
XS =01 reX\S.

The following lemma characterizes the existence of subobject classifiers

Lemma II1.5. Suppose C has finite limits and small Hom sets, then C has a
subobject classifier iff there is Q € Cy such that for each X, there is a natural
bijection 6, : Sube(X) — Home (X, Q). The naturality condition means for each
g € Hom¢(X,Y), the following diagram commutes, where the vertical maps are
defined by pullback by g (note that pullbacks of monics are monics):

Sub¢ (V) LN Home(Y, )

l |

Sub¢ (X) —5— Home (X, Q).

Proof. Suppose we have subobject classifier 1 — €, for each S — X a subobject,
the unique ¢ : X — €0 given by the definition of subobject classifiers gives us
the natural bijection 0x. It suffices to verify that it is surjective.

Let ¢ : X — Q, by pullback, we can find S — X such that

S ——1

[ ]

XT>Q,

and this gives us the surjectivity.

Conversely, if the right hand side is satisfied, then there will be 1 — , a
subobject of €2 that corresponds to idg : 2 — 2. Now for each S — X, there is
p : X — Q that corresponds to it. By naturality, we have the following diagram,

Sube () —22 Home (Q, Q)

l |

Sub¢ (X) —5 Home (X,Q),
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where the vertical maps are induced by ¢, and in particular, S is the pullback
of 1 — Q along ¢. Now, we have to show that 1 as above is a terminal object.
This is clear: consider ¢1, 2 : X — 1 be two morphisms. Then we would have

X 2

| I

X — 0

are trivially pullbacks. By the fact that T : 1 »— € is monic, we have ¢ =
P2 0

Note that the right hand side condition in the above lemma is actually saying
that the functor Sube : C°P — Set is representable and the representing object
is Q. Furthermore, €2 is unique up to isomorphism by Yoneda’s lemma.

III.2 Elementary topos and Heyting algebra

Definition II1.6. An elementary topos is a category C with all finite limits and
exponentials and a subobject classifier.

The word elementary means that the above condition is expressible in the
first order language of categories, where you have sorts for objects and mor-
phisms and relation symbol for compositions and some additional data.

Definition IIL1.7. (i) A lattice is a poset with sup for pairs, denoted by V
and inf for pairs, denoted by A.

(ii) A lattice is distributive if it satisfies z A (y V z) = (x Ay) V (z A z). Note
this implies the dual zV (y A z) = (2 Vy) A (z V 2).

(iii) Let L be a lattice with 0 as minimum and 1 as maximum, then a comple-
ment for x € L is a y such that t Ay =0 and z Vy = 1. Such y is unique
if L is distributive.

(iv) A Boolean algebra is a distributive lattice with 0,1 and complement.

Remark T11.8. The above definition can be viewed category theoretically, for
example, a lattice with 0,1, is a poset with all finite products and coprod-
ucts(which implies finite limits and colimits).

Definition ITI.9. By a Heyting algebra H, we mean H is a poset with all finite
products and finite coproducts and Cartesian closed, i.e. a lattice with 0,1 and
for all x,y € H, y* exists.

Note that —7 is the right adjoint to x X — and — x x, so Vzz < y* iff zAzx < y,
usually we use = y to denote y®. So, in notation, z < (z = y) iff z Az < y.
Hence, = = y is the sup of all z such that z A x < y. In particular, in a lattice
L where arbitrary sup exists, x = y exists.
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Ezercise TI1.10. (i) A Boolean algebra is a Heyting algebra where z = y is
-z Vy. (A Heyting algebra is distributive.)

(ii) Let X be a topological space, then the collection of open sets in X is
a Heyting algebra where U = V is the largest open set W such that
wnUcCV.

Remark 111.11. We have the following easy facts:
(i) A Heyting algebra is distributive

(ii) In a Heyting algebra, we can define —2 as = 0. For example, in a
Heyting algebra of open sets of a topological space, =U = (U€)°, the
interior of the complement of U. Note that —x is the largest element u
such that u A x = 0.

(iii) H, a Heyting algebra is a Boolean algebra iff —z vV 2 =1 for all x € H iff
—-—x =z foral x € H.

An important example of Heyting algebra is Sub¢(X) for X € Cy, where C
is a topos. Recall that a subobject of X is (an isomorphism class of) a monic
Y — X, where an isomorphism in this sense is an isomorphism that commutes
with the monic arrows. Recall from Definition that we we have a partial
ordering on Sub¢(X).

In Set, we have canonical representatives of subobjects of X, namely the im-
ages of the monic maps with inclusion. Via the above identification, Subget (X) &
P(X), the powerset of X, where the isomorphism above is actually an isomor-
phism of Boolean algebras. Namely, it preserves A, V,—,0,1.

We can do similar constructions in Set® . For the remaining part of the
chapter, we use C to denote the category Set®” . For each F € 50, it is a functor
F : C°? — Set. A subobject of F' can be identified with a subfunctor G of F,
where G : C°? — Set and for each z € Cy, G(z) C F(z) and for each f : 2z — y,
the following diagram commutes:

Fly) =2 F(a)

G(f)

G(y) G(x)

(where the vertical arrows are inclusion maps) .

Lemma IIL.12. (i) Let F € Cy, then Sube(F) with the canonical partial
order is a Heyting algebra.

(ii) Lety : F = G be a natural transformation. We can define ¢* : Subs(G) —
Subg(F) via pullback. Precisely, for each Gy = G, a subobject, ¢*(G1)(X) =
0% (G1(X)) for each x € Cy. In other words, ¢*(G1)(X) is defined to be
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the pullback of the diagram
G1(X)

I

F(X) ox) G(X)
Then we have that ¢ is a map between Heyting algebras that respects
0,1,A,V, <, =

Proof of (i). Clearly the 0 element should be the empty functor and 1 = F.
We can define < pointwise, basically, say G1 < Gz iff G1(X) < G2(X) for all
X € C. Similarly, we define (G1 V G3) to be the functor such that G;VGo(X) =
G1(X)UGo(X) and (G1 V G2)(X) = G1(X) N Go(X) and arrows come from
restricting arrows given by F'.

However, the pointwise approach does not work for = and —, they don’t give
subfunctors in general. We define, (G1 = G2)(X) ={z € F(X) :Vf:Y —
X € C,F(f) : F(X) = F(Y),F(f)(x) € G1(Y) implies F(f)(z) € G2(X)}.
Likewise, for negation (—-G)(X)={x € F(X):Vf:Y = X, F(f)(z) ¢ G(X)}.
And the arrows come from restricting arrows given by F' similarly. O

Remark II1.13. Let us take a look at the above definition, the pointwise def-
inition for Gy A Go works because whenever you have f : X — Y, G;(f) :
G;(Y) = Gi(X) is the restriction of F(f) to G;(Y), and is defined. However,
taking pointwise definition for negation does not work because F'(f) maps G(Y)
into G(X) does not necessarily guarantee that G(Y)¢ maps into G(X)°.

Now, since we wish to develop logic, we need to define quantifiers categori-
cally.
Naively, when working in Set. Let f: Z — Y be a function. Let S C Z. We
can define 3¢(S) ={y €Y :32€ S, f(2) =y} ={ye Y :32 € fl(y),z € S}
and V¢(S) = {y € Y : Vz € f~!(y),z € S}. Note, when f is the projection
p: X xY — Y, the above definitions agree with our usual notion of quantifiers.

Lemma I11.14. Work in Set. Let f : Z — Y be an arrow in Set. Let f* :
P(Y) = Subset(Y) — P(X) = Subset(X), Z + f~1(Z). Then f* has a left
adjoint 3y and a right adjoint Vy.

Proof. Note that f* is induced by f~! and the map 37 : P(Z) — P(Y) U
f(U) is induced by f. And it can be easily checked that it is the left adjoint
of f*, namely, for A C Z and B C Y, 3;(A) = f(A) C Biff A C f~1(B).
Likewise for Vy, for each A C Z, V;(A) ={y € Y : Vz € f~1(y),2 € A}. Then
forAgZanngYf_l(B)QAiffBQVf(A). O

The above discussion generalizes to the following.

Lemma III.15. Let F,G € 60, let ¢ : F = G be a natural transformation.
Define ¢ : Subg(G) — Subg(F) via pullback. Then ¢ has left and right
adjoints. We call them 3, and ¥V, respectively.
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Proof. need to fill in the details O

Recall that F € C = Set®” is called a presheaf in C. For every X € Cy, we
have F(X) asaset and f: Y — X gives F(f): F(X) — F(Y). For each X, we
can view F(X) as {s : X — E : sections of f} for some total space E. Set®”" is
an elementary topos.

Lemma II1.16. Set®” = C has all finite/small limits and colimits.

Proof. O

II1.3 More on limits

Recall that a presheaf F on C is a functor F : C°? — Set. The representable
presheaves are those of the form Hom(—, A) for some A € Cyp. The Yoneda
lemma says that for any F, F(X) = set of natural transformations from Hom(—, X)
to F(—).

Now, assume that we have a functor F' : J — C. For each X € Cy, to view X
as a cone, we need the following data (ay : X — F(Y))yey,, which is a natu-
ral transformation between Ax and F. We use cone! (X) to denote the set of
all such natural formations and hence given a presheaf conef” : C°P — Set.
To say limit exists is the same as saying there is an object A € Cy such
that finding a cone on X is the same as finding a morphism X — A, i.e.
Hom(X, A) = conel’ (X).

Proposition III.17. cone’ (X) =2 lim Hom(X, F(—)).

Proof. limHom(X, F(—)), as X varies, we can view it as a presheaf on C, and
by Yoneda lemma, we have that it is in bijection with the set of all natural
transformations ay : Hom(Y, X) — lim Hom(Y, F/(—)). Since giving a map to
a limit is the same as giving each component maps, we have that the above
is in bijection with the set of natural transformations ayz : Hom(Y, X) —
Hom(Y, F(Z)). By Yoneda lemma again, when we vary Y, we can view the above
as a presheaf and it will be in bijection with the set of natural transformations
az: X — Hom(X, F(Z)), which by definition, is conef (X). O

As a corollary, we have the following.
Corollary ITI.18. cone’ (X) 2 lim Hom(X, F(—)) = Hom(X,lim F'(-)).
Theorem II1.19. Right adjoints preserve limiting cones.

Proof. Let L : C — D be a functor and R is the right adjoint of L. Let F' : J — C
be a functor. Then we have Hom(X, Rlim F(—)) & Hom(LX,lim F(—)) =
lim Hom(LX, F(—)), where the latter bijection is by the above corollary. Now
apply the property of adjoints again, lim Hom(LX, F(—)) = lim Hom(X, RF(—)) &
Hom (X, lim RF(—)), where the latter bijection is by the above corollary again.
But this is the same as saying, the limit of RF' is the same as Rlim F. O
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Next, we state a theorem that characterize the existence of small limits.

Theorem II1.20. Let C be a category, then C has small/finite limits iff C has
equalizers and small/finite products.

Proof. One direction is trivial since equalizers and products are limits. It suffices
to prove the other one. The following proof works for both finite and small case
by restricting J to be a small/finite category respectively.

Let F': J — C be a functor. Then cone! (X) is the set of natural transformations

{aa: X = F(A): Aec Jy}.
Since Set has products, we have the above set is the same as
{a € H Hom(X, F'(A)) : for all f € Ji, F(a)[adom(p)] = acod(f)} .
AeJy

The above set is in bijection with

{a S H HOHI(X,F(A)) : (F(f)[adom(f)])fG.h = (acod(f))fGJl} .

A€ Jy
By the universal property of products, we have the above set is in bijection with
{O{ € HOHI(X, H (F(A>) : F(f)[ﬂ-dom(f)] ocw = 71-cod(f) o Oé} .
Aedy

Note that the last condition is a equalizer diagram.

o F(f)(Taom(s))
X —— [lacy, (F(A)), — F(cod(f))

Teod(f)

hence it is in bijection with

Hom (X, Eq [(F(f)Taom(f)) fetis (Teod(s)) fes])

by the universal property of equalizers. And by our discussion preceding the
proposition, it is the same as saying that Eq[(F(f)Taom(s))ress (Teod(s)) re] is
the limit of F'.[editorial remark: This proof is unreadable.] O

Similarly, we have the following statement.

Theorem I11.21. Let C be a category, then C has finite limits iff C has pullbacks
and a terminal object.

Proof. Since pullbacks and terminal objects are finite limits, we have one direc-
tion is trivial. It suffices to show the reverse direction.

44



First, given X,Y € Cp, let 1 denote the terminal object in the category.
Consider the following pullback diagram:

SN
AN

Clearly, Z satisfies the universal property of X x Y. Hence finite products
exists in C. It remains to show that equalizers exists. let f,g : X — Y, then
the equalizer of f, g is the pullback of the following:

Y

|

X — Y XY
fxg

Hence we can conclude the theorem from the previous theorem. O

Theorem II1.22. f: X — Y is monic iff

x 4. x

idJ{ fl
X 7) Y

s a pullback.

Proof. f is monic iff for all g,h : Z — X, fg = fh implies ¢ = h. Hence the
diagram is a pullback.

Conversely, if the above diagram is a pullback, then for g,h : Z — X such that
fg = fh, there is unique 7 : Z — X making the following diagram commute

\
/

6\\

By the universal property of pullback (uniqueness of the dotted arrow), we have
that ¢ = h. Hence f is monic.
O
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II1.4 Elementary Toposes

In this section, we wish to show that C is an elementary topos. In particular,
we show that C has exponentials and a subobject classifier. We will then give
some more definitions regarding toposes. Recall that y : C — C is the Yoneda
where y(C) = yo and yo(C’) = Home (C, C).

Lemma IT1.23. FEvery X € C is a colimit of yo'’s.

Proof. Recall that the Yoneda lemma gives a natural bijection between elements
of X(C) (for X € C, C € C) and arrows yc = X. If z € X(C), we have some
te - Yo — X such that (uy)c(ide) = X (le. (pz)o tyo — X(C)). Let y | X
be the category whose objects are pairs (C, u) where C' € C and p : yo = = and
arrows between (C, u) — (C’,v) are given by f : ¢’ — C in C such that:

Yc — Ycr

A

Let Ux : y | X = C be the forgetful functor where (C,u) — C and f — f.
So,yoUx 1y | X — C. Notice that y o Ux is a diagram in C with yl X as
its indexing category. Let p be the natural transformation from y o Uy to Ax
(where Ax is the constant functor at X) from y | X to C.

Note that p(c,, is a map from (y o Ux)(C,p) to X. Le. y. = X and is
precisely u. Notice that p is a natural transformation from (y o Ux) to the
constant functor at X (otherwise known as a cocone from y o Ux to X). We
claim that this cocone is colimiting. O

Proposition IT1.24. p is colimiting.

Proof. Given Z € C and given v :yoUx = Az we want to finda g: X — Z
such that Ajop = . Claim: gc (1) = (¢, (idc) is the unique solution. Notice
that the domain of g¢ is X (C') and we have used the Yoneda lemma to identify
X (C) with the set of natural transformation from yc to X. The verification
that g is natural, Ay o p =, and the uniqueness are routine. O

In fact, the Yoneda embedding is the free colimit completion of C.Whenever
F : C — D where D is cocomplete, there is a umque (up to isomorphism) colimit
preserving functor F : ¢ — D such that F oy = F. Concretely F(X) is the
colimit in D of the diagram y || X =y, C —r D. Also note that F' is the left
Kan extension of F' along y.

When C is the 1 point category, then C = Set = Set?.

Proposition I11.25. C has ezponentials
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Proof. Let XY € C. Then, we define YX as follows: Y X : C°P — Set where
YX(C) =Clye x X,Y) = Homg(ye x X,Y) and if f: C" — C, then YX(f)
C(yer x X,Y) = C(yc x X,Y) which is precisely the composition with y; xidx
Yo XXS%ych.

Now we need to show that YX is the required exponential. It suffices to
show that for any Z in C there is a natural bijection between (f’(Z, YX) and

C(Z x X,Y). Notice that when Z is representable by yc, the Yoneda Lemma

gives a natural bijection between C(yc,Y™) and Y*(C) = C(yc x X,Y). This
extends to arbitrary Z in C by [[I1.23 O

Proposition ITI.26. C has a subobject classifier.

Proof. We want to show that there exists 1 and €2 in C and a morphism T : 1 —
Q such that for every Y ~— X, there exists a morphism from X to Q making
the following diagram a pull-back:

=
— —
_|

£

Notice that if  exists, then 2 has the property that VF € C there exists a
bijection between Subs <> Homg(F, Q) natural in F'. Define €2 as follows: we let
Q(C) = the set of all subfunctors of yo. If f: C" — C, let Q(f) : Q(C") — Q(C)
be the pull back along y¢. By this, we mean the f*(A) in the following pullback
diagram:

C+—A € QC)
1 1
X +—— f*(4) e Q)

We define 1 : C — Set as 1(C) = {0}. So, T : 1 — Q is a natural transfor-
mation which is a map which takes the unique element 1(C) to yo € Q(C).
So, if X = y¢ for some C, then Hom(yc, 2) = Q(C) = Sub(yc) O

Remark T111.27. As a remark, all of this can be expressed in the language of
sieves. So, yo : C°? — Set takes C' to Home(C’,C) (which is a functor). A
subfunctor R of yco takes C’ € C to a subset of Home (C’, C'). So the subfunctor
R can be viewed as a collection of arrows in the category C with codomain C,
i.e. Ugree R(C'). Now, the naturalness means if f : C' — Cis in R (R(C"))
and g : C" — ', then fog : C” — C is in R. Such an R is called a
sieve on C. Therefore, Q(C) is the collection of associated sieves on C. More
explicitly, we have that if f : ¢’ — C is in C and R is a sieve on C then
QNR) = f*(R)={9: D — C'|fg € R,D € C}. Finally, T : 1 — Q takes

47



1(C) to the maximum sieve on Q(C) (which is yc itself). Therefore, we can
conclude that C is an elementary topos.

Definition ITI.28. Let C' be a category and let X € C. Then A is a power
object of X if there is a natural one-to-one correspondence between C(Y, A) =
Sube (Y x X) for any Y € C.

Proposition II1.29. An elementary topos also has power objects. The power
object for X is QX.

Definition ITI.30. A category is called cartesian if it has all finite limits. A
functor between cartesian categories is called cartesian if it preserves all finite
limits (also called left exact).

Definition III.31. Regular Categories.

e C has images. That is, for any objects A, B € C and morphism f: A — B
there exists a smallest subjobject Im(f) — B of B through which f
factors.

e A regular epimorphism f: B — C is an epimorphism which is a coequal-
izer, i.e. there is an object A and morphisms g1, g2 : A — B such that the
diagram

A%B%C
2

commutes.

e A category C is regular if C is cartesian, has images, and regular epimor-
phisms are stable under pull-back, i.e. if

X1*>X2

[« b
X3 — Xy

is a pull-back and f is a regular epimorphism, then so is a.

Proposition II1.32. C has images iff for any morphism f : A — B f* :
Sube(B) — Sube(A) has a left adjoint 3.

Proof. 7777777 O

Definition ITI.33. Assume C has images. Let f : A — B and assume that C
is the image of f. Then, g : A — C is the cover of f.

Proposition I11.34. In a regular category, the covers are regular maps precisely
when the epimorphisms are reqular.

Proof. 777777 O
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Fact II1.35. In a regular category, coequalizers need not exist but we always
have coequalizers of “kernel pairs”.

Proof/Definition. A pair of morphisms py,ps : Z — X is called a kernel pair if
there is a morphism f: X — Y such that the diagram

7z -y x

b

X —Y

is a pullback. Observe that if p1,ps : Z — X is a kernel pair for f : X — Y,
then f : X — Im(f) € Sub(Y) equalizes p; and py. A regular category has
images, and so there is an equalizer for every kernel pair. O

Definition II1.36. A regular functor between regular categories is one which
preserves finite limits.

Example IT1.37. e Set and Grp are regular categories and covers are sur-
jective maps.

e The category of monoids is regular.

e Top is not a regular category since covers (surjective continuous maps)
are not stable under pullbacks. Consider the map f :[0,1) — R/Z.

e Cat is not regular.

Definition ITI.38. A category C is coherent if it is regular and for each A € Cy,
Sub¢(A) has finite coproducts.

Definition I11.39. C is positive if it has “disjoint unions”. That is, if A1, As € C
then there exists fi : A3 — A and fy : As — A such that

is a pullback.

Example II1.40. If T is a first-order theory, and 7" is the Morleyization of T
then Def(T") is a positive, coherent category.

In a positive category, coproducts have a special property. Namely, if A1+ As
is the coproduct of Ay, As, there there exists f; : Ay = A1+ Az and fo: A+ As
such that both f1, fo are monic.

What is an equivalence relation? Well, in the set theory case, R is a relation
on A x A which is reflexive, symmetric, and transitive. They bring this into the
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category theory context. Let A € C and let R be a subobject of A. Now we
consider the following diagram:

A

V

R—— A
A.

Notice that R is determined by its coordinate maps. 777

Definition IT1.41. (Equivalence Relation) Let A € C. We say that (R, u,r,s,t)
is an equivalence relation on A iff (v : R — A x A) € Sub(A x A) and r, s, and
t are morphisms such that that:

o Ay: A— A x A factors through R, i.e. there is a morphism v: R — A
such that the diagram

™1

e A, >

A—>A><A

Ny

commutes. We will write p; = m;ou: R — A where m; : Ax A — A is the
natural projection.

o (reflexive) 7 : A — R is such that p; or = py or =idy, i.e. r is a section
a.k.a. a right inverse of both p; and ps.

e (symmetry) s : R — R is such that p; o s = py and py 0 s = p.

e (transitivity) t: R x4 R — R is such that, given the pullback diagram

RxasR 23R

b b
R — 5 4,

the following diagram commutes:

RxsR——% R



Example ITI1.42. A kernel pair is an equivalence relation.
Definition I11.43. (Effective, Pretopos, Boolean)

e A coherent category, C is called effective if every equivalence relation in C
is given by a kernel pair. Such categories are also called ezact.

e A pretopos is a coherent category that is positive and effective.

e A coherent category is called Boolean if Sub¢(X) is a Boolean algebra for
all X € C

Remark 111.44. For any first-order theory T (perhaps after Morleyization), the
category Def(T) is a positive Boolean coherent category. If T' eliminates imagi-
naries, then Def(T") is a Boolean pretopos. If T' does not eliminate imaginaries,
then we can instead look at the category Def(7¢?), which is a boolean pretopos.
The map PC : Def(T') — Def(7¢9) is functorial. In general, if C is a coherent
category, PC(C) is a pretopos, called the pretopos completion of C and indeed,
PC(Def(T)) is equivalent as a category to Def(7°?). Unlike in the situation
of (—)¢? : Mod(T) — Mod(T*?), which is always an equivalence of categories,
PC(Def(T)) = Def(T¢) is equivalent to Def(T') if and only if T eliminates
imaginaries. For more details see Harnik’s paper [3].

III.5 Grothendieck Topologies and Sheaves

First, Let X be a topological space and let O(X) be the category of open
sets viewed as a poset where if V' C U we let iyy be the inclusion morphism.
Therefore, if F' is a presheaf on O(X), then F : O(X) — Set where:

e if U € O(X), then F(U) € Set.

e if V C U, we can view this relation as the canonical inclusion map of
vy : V= U. Then F(iyy): F(U) = F(V).

For example, we let X = R, the O(X) is the collection of open subsets of
the reals. Let F(U) be the collection of continuous real valued functions on U.
Assume that V' C U. Then, we let F(iyy) : F(U) — F(V) be the restriction
map. What makes a presheaf into a sheaf? Well, we want to be able to glue
things together.

Definition ITI.45. (Gluing Axiom) Assume that U Copen, X and let {U; }ier
be an open cover of U, i.e. |J;c; U; = U. Let x; € F(U;). Then, we say that the
collection {x;}; are compatible if F (i, w,nv,))(z:) = F(iw,)w.nu,))(x;) for
each pair ;, ;. If this is the case, then 3z € F(U) such that F(iyw,))(z) =
ZT;.

Definition III.46. A sheaf is a presheaf which satisfies the gluing axiom.
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Definition ITI1.47. A presheaf is called separated if for any U C, penX and
x,y € F(U) and covering {U;}; of U, we have that if F(iy,v)(x) = F(iv,v)(y)
for each ¢ then z = y.

Example II1.48. Let X = R. F(U) be the collection of bounded continuous
functions on U and F(iyy) is the corresponding restriction map. Then F' is a
separated presheaf, but not a sheaf.

Recall that a sieve on C'is a subfunctor of the Yoneda embedding yc, which
is also the functor Hom(—, C). It is easy to see that a monic arrow in the functor
category is a precisely a natural transformation n where each component 7¢ is
a monomorphism in SET, such that the relevant diagrams commute. Thus if R
is a subfunctor of y¢o, each R(D) can be identified with a set of maps from D
to C'. We will make this identification from here forward.

Definition I11.49. A Grothendieck topology on a category C is an assign-
ment J of each object C' € C to a family of sieves over C, J(C), called covering
sieves of C'. Each family J(C) has the following properties:

e The maximal sieve y¢ is in J(C) for each C € C.

e For every subfunctor R of yo and arrow f : C' — C define the collection
f*(C) of arrows g : C — C' with fog € R(dom(g)). If R € J(C) and
f:C"— C then f*(R) € J(C).

e Transitivity: Whenever R is some sieve over C' and S € J(C) such that
f € S implies f*(R) € J(dom(f)), then R € J(C).

Definition IT1.50. A site is a category C equipped with a Grothendieck topol-
ogy.

Definition II1.51. A basis for a Grothendieck topology (also known as a pre-
topology) on a category C is a family {K(C) : C' € C} of morphisms (sometimes
denoted Cov(C)) with codomain C' with the following properties:

e Euvery set covers itself: The singleton {idc : C — C} is in K(C) for each
C.

o Stability under pullbacks, or, a cover of a set leads to a cover of a subset:
If {fi:i€ A} € K(C) and g : D — C then each pullback D x¢ dom(f;)
exists; namely we have the following pullback diagram:

D x¢ dom(f;) —2— dom(f;)

I b

D—~ ¢

Moreover, the family {g; : i € A}, is in K(C).
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e Refinements of covers lead to covers: Suppose {f; : C; = C} € K(C) and
for all i, {gi; : Dij = C;} € K(C;). Then {f; 0g;;} € K(C).

Ezercise 111.52. If a category C has a basis for a Grothendieck topology, then
the family {J(C) : C € C}, where each J(C) is the set of sieves on C' containing
some f € K(C), is a Grothendieck topology on C.

Example II1.53. 1. Top is a site, where for each open set U, K(U) is the
collection of open covers of U. More precisely, K(U) is the collection of
sets of inclusions {f; : U; — U} such that U; dom(f;) = U.

2. The coarsest Grothendieck topology {J(C) = {yc}} is a Grothendieck
topology called the canonical topology. A refinement of the canonical
topology is called subcanonical.

3. The finest Grothendieck topology {J(C) : C € C}, where each J(C) is
the collection of all subfunctors of y¢, is a Grothendieck topology. In this
context, we denote J(C) by Q(C).

Definition ITI.54. Let C be a site with Grothendieck topology {J(C) : C € C}.
A compatible family of a sieve R € J(C') with a presheaf F' € SETC" is a
family of elements {z; : f € R(dom(f))} such that:

o If f:C" - Cisin R then Xy € F(C') and if g : C” — C is any arrow
then zy, € F(C").

Recall that F is a functor to SET, so talking about elements of F(D), F(E),
etc. makes sense.

Ezercise I111.55. Such a compatible family is “precisely” an arrow R — F' in the
category of functors. Recall that an arrow is a natural transformation in this
category.

Solution. (=) Let n : R = F be a natural transformation. Define, for each
f such that f € R(dom(f)), =y := n(f). Recall ngomcs) : R(dom(f)) —
F(dom(f)) so this notation makes sense. We claim {z} is a compatible family.
Pick some f : D — C such that f € R(dom(f)) and let g : E — D be any mor-
phism. Since R is a subfunctor of y¢, there is a monic natural transformation
€ : R — yo such that eg(R(9)[f]) = yo(g)[en(f)] [To self: insert the relevant
diagram]. Since € is monic, each component is an inclusion in SET, so we may
write 12(g)[f] = yc(g)[f]. But by definition yc(g)[f] = hom(g, C)[f] = fogso
R(g)lfl=fog.

Now since 7 is a natural transformation, we have the following commutative di-
agram: [Insert] Thus ng(R(g)[f]) = F(g)[na(f)] which implies zsoq = F(g)[x ]
as was desired.

(«=) Conversely, let {z;} be a compatible family. Define, for each object D, np
element-wise by letting np(f) = x. In order to show that n = {np : D € C}
is a natural transformation, it remains only to show that the relevant dia-
grams commute. But for each g : D — E, the relevant diagram commutes
precisely by definition of compatible family and since R(g)[f] = f o g for each
f € R(dom(f)). O
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Definition ITI.56. An amalgamation of such a compatible family is some
x € F(C) such that x5 = F(f)[z] for all f € R.

Definition ITI.57. A presheaf F' is a sheaf if every compatible family has a
unique amalgamation. More precisely, let C be site with Grothendieck topology
J. A presheaf is a sheaf with respect to J if for every J(C) and every R € J(C),
every family {z;} of R with F' has a unique amalgamation.

Definition ITI.58. A presheaf is called separated if every compatible family
has at most one amalgamation.

Definition ITI.59. A Grothendieck topos is a category of sheaves on a site;
namely, let C be a site with topology J. Consider the collection of all presheaves
which are sheaves with respect to J. This collection forms a category which is
called the Grothendieck topos over C.

Ezercise 111.60. 1. If C is site with respect to the coarsest Grothendieck
topology J then every presheaf is a sheaf.

2. Every Grothendieck topos is an elementary topos.

‘We now proceed to discuss the correspondence between sheaves and so-called
étale bundles. In fact, étale bundles are often called sheaves.

Definition ITI.61. A map p : E — X between topological spaces is a local
homeomorphism if for every point e € E there is an open set U of E containing e
and an open set V' C X such that the restriction map p [y is a homeomorphism.

Remark 111.62. Every local homeomorphism is continuous.

Definition IT1.63. An étale bundle is a map p : E — X between topological
spaces which is a local homeomorphism.

Remark 111.64. Given the above definition, one may ask why one would call a
local homeomorphism an étale bundle if the two notions are precisely the same.
The answer is that the local homeomorphism contains all of the data of an étale
bundle, but the bundle properly speaking is a tuple (p, F, (E,)zex, X). For each
r € X define E, = p~'({z}); we call this set the stalk over x or sometimes,
the fiber over x. The elements of each stalk F, are called germs at z.

We call E = UE, the stalk space and X the base space, and the whole
bundle is sometimes called a bundle of stalks over X. This terminology is
motivated by the following standard picture of an étale bundle:
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| Base Space X

Example IT1.65. The map R — R/Z =2 S is a local homeomorphism and thus
gives rise to an étale bundle.

Definition III.66. A function s: X — F is a section of a bundle p: E — X
if s(z) € E, for each x € X. In other words, s is precisely any continuous
function which “picks” one germ from the stalk above x for each z; one can
think of “slicing” the stalks horizontally, motivating the use of the word ‘section’.
Equivalently, s is a function so that for all , pos = idx. The section of an
open set U C X is a continuous map s such that po s =idy.

Lemma III.67. Let X be a topological space whose Grothendieck topology is
given by basis with K(U) being the collection of open coverings of U, for each
open U. Then every sheaf over X corresponds to an étale bundle and vice verse.

Proof. (<) Let p: E — X be an étale bundle. We define a sheaf F over X as
follows:

e On objects, define F(U) to be the set of sections of U.

e On morphisms, for each inclusion i : U — V, define F(i) to be the “re-
striction” function which, on input s € F(V), outputs the function s [y .
Note that s [y is clearly a section on U.

It remains to check that F' is a sheaf.unfinished

(=) Let F be a sheaf in on a topological space X. We define an étale bundle
over X. Let U,V be open subsets of X containing z € X let s € F(U) and
t € F(V). We say that s ~, t or that s,t have the same germ at x if there is
an open neighborhood W C U NV containing x such that s [yy=t [y, where
s [w is defined as F(i)[s], where 7 is the inclusion i : U = V.

Note briefly this is a generalization of the case when F' is the functor taking U
to itself and sending inclusions to literal restrictions (To self: Is this correct???),
we can identify each s € F(U) with U and define, for each z, an equivalence
relation U ~, V on open sets containing x, when “U, V look the same locally at
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x,” or when there is a W C U C V such that W NU = W N V. This motivates
why we should say that s ~, ¢ if “s,t have the same germ at x.”

One must check s ~, t is an equivalence relation. Let F, be the set of
equivalence classes with x fixed but U, V, s, ¢ vary. Note that each F, is disjoint.
Define F = Ugex E,. Define p: E — X by sending each e € E, to z. This is
the étale bundle we want. In order for this map to be a local homeomorphism,
we must define a topology on E.

For each open set U in X and each s € F(U), define §(U) to be the collection
of germs of s at x for each € U. We let the §(U)’s be a basis for the desired
topology. It only remains to be shown that p is a local homeomorphism. O
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Chapter IV

Categorical Logic

IV.1 Categorical Semantics

Let L be a many-sorted, finitary language with propositional symbols T, L,
and let £ be an elementary topos. In this section, we define the notion of an
E-valued L structure, and explain the semantic interpretation of the L-terms
and L-formulas in such a structure.

In the following definition, it is useful to note that if £ is Set, we recover the
notion of L-structure familiar to model theory.

Definition IV.1 (£-valued L-structures). Suppose L is a many-sorted, finitary
language and £ is an elementary topos. An £-valued L-structure M consists of
the following:

1. For each sort X of L, an object X (M) of &,

2. For each relation symbol R in L of type X7 x -+ x X,,, a subobject R(M)
of the product X;(M) x -+ x X, (M) in &,

3. For each function symbol f in L of type X7 X --- x X,, — X, a morphism
FIM): X3(M) x - x Xp(M) = X(M) in € and
4. For each constant symbol ¢ in L of sort X, a morphism ¢(M) : 1 = X (M)

in £, where 1 is the terminal object of £.

For the rest of the section, we let M be an £-valued L structure. Before
we can define the semantic value of L-formulas and L-sentences in M, we must
assign interpretations to the L-terms.

Definition I'V.2 (Interpretations of terms). Suppose t(x1,...,x,) is an L-term
of type X3 x -+ x X,, = X. We assign to ¢t a morphism ¢(M) : X;(M) x --- x
Xn(M) — X(M) in € inductively, as follows:

1. If t is a constant symbol ¢, where ¢ has sort X, then ¢(M) is ¢(M).
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2. If ¢ is the variable x, where = has sort X, then t(M) is idx(an-

3. Iftis f(t1,...t,) wheret; : Xy x---xX,, > Y,and f: Y1 x--- XY, = Z,
then f(t1,...,tn)(M) : Xq(M) x --- x X,(M) — Z is the composition
M) o (1 (M), ..., tn (M)).

We now describe how to interpret an L-formula ¢(x1,...,x,), where x; has
sort X;, as a subobject (M) of X1 (M) x -+ x X,,(M) in E. If ¢ is a sentence,
then @(M) is a subobject of the terminal object 1.

We showed in Chapter 3 that if £ is Setcop7 then for any F € &, Subg(E)
is a Heyting algebra. Furthermore, if f : C' — D is a morphism in &, then f# :
Subg (D) — Subg(C) has left and right adjoints 37, ¥ : Subg(C') — Subg (D).
These facts are true in a general elementary topos £, and we use them freely in
the definition below.

Definition IV.3 (Interpretation ¢ (M) of an L-formula ¢). Suppose p(z1,...,Zy)
is an L-formula where z; is of sort X;.

1. If ¢ is t; = t2(Z) where t; and t5 are L-terms of sort X3 x --- x X, = Y,
then ¢(M) is the equalizer of the following diagram:

tl(M)
Xi(M) x - x Xp(M) %; Y (M)
to(M .

Remark IV.4. If t; = 1 and to = x5 this clearly yields the definition for
“=" in Set, since the diagonal of X x X is such an equalizer, which can
be seen by noting that X x X as an object is isomorphic to X itself.

2. If pis R(t1(Z), ..., tn(T)), where each t; : X1 x---x X,,, — Y; is an L-term
and R is a relation of type Y3 x -+ X Y,,, then ¢(M) is the pullback

p(M) R(M)

HXz(M) (tl(M)“'tn(M))

I1Y; (M)

3. If is T(x1,...,zy), then (M) is the top subobject of X1 (M) x --- X
X, (M); similarly, if ¢ is L(x1,...,z,), then (M) is the bottom subob-
ject of X1 (M) x -+ x X,,(M).

4. If ¢ is o1 A a(Z), pvea(T), 7p1(Z), or w1 = a(T), then (M) is

interpreted according to the Heyting algebra Subx, (a)x...xx, (m), i-€.
01 Ao (M) is o1 (M) A pa(M), ete.
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5. Finally, suppose ap is (Fy)(p1(Z,y)) or (Vy)(¢1(Z,y)), where y has sort Y.
Let 7 : X1 (M) % -+ x Xp(M) x Y (M) — X1(M) % -+ x Xn(M) be the
prgJe(ctIO(n )T)hen (Hy)(wl( ') (M) is 3 (p1(M)), and (Vy)(¢1(Z,y)) (M)

Definition IV.5. 1. A theory T is a collection of formulas ¢ of L. ¢(Z)
is valid (true) in M if (M) is the maximal subobject of X7 (M) x --- X
Xn(M).

[
e2)
L~

2. M is a model of T if every formula ¢ in T is valid in M.

3. If o is a sentence, then validity of ¢ means that ¢(M) is the maximal
subobject of 1.

We now aim to define the general notion of a homomorphism between L-
structures on a topos.

Recall that for set-valued L-structures M, M’ a homomorphism is a family
of maps Hx : X(M) — X (M), for each sort X in L, which preserves functions
and relations; namely, for each function f : X; — X, the following diagram
commutes:

X1 (M) L4,

HX1

Xl(M/) f(M)

Xo(M)
HX2

Xo(M')
For each R C X we have a € R(M) — Hx(a) € R(M'). This motivates the
following definition.

Definition IV.6. A homomorphism H : M — M’ of £-valued L-structures
is a family of maps Hx : X(M) — X (M), one for each sort X of L, such that
for each function f the following diagram commutes:

X, () L8 x, ()

Hx, Hx,

xi() 285 X0

and for each relation R of sort X, if there is an m : R(M) — R(M’) such that
the following diagram commutes, m is a unique such map:

(M) —— X(M)

b e

R(M') —— X (M)

where ,1' are canonical inclusions.
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Definition IV.7. We define the category of £-valued L-structures, where
the morphisms of the category are homomorphisms of structures. We also now
define for an L-theory T, Mod(T, ) to be the corresponding induced subcate-
gory, whose objects are also models of T

Remark IV.8. Note that Mod(T, Set) is the same as Mod(T) as in the usual
model theoretic context (where the morphisms are elementary embeddings) so
long as we assume that T has been Morleyized. If T has been Morleyized, then
for any M, N =T if h: M — N is a homomorphism, then h must be injective,
since the formula Ry, (x,y) is atomic, and h must be elementary since T is
model complete.

Lemma IV.9. Let T be an L-theory. Then Mod(T, &) is a full subcategory of
the category of all L-structures.

Lemma IV.10. Let F : € — F be a left exact functor between topoi. Then
F(M) is an F-valued L-structure if M is an E-valued L-structure.

Proof. Recall that left exact functors preserve finite products and monomor-
phisms, and therefore subobjects.

Note that for each sort X of L, X(F(M)) = F(X(M)). If R is a relation symbol
of type X3 x - --x X,, then R(M) is a subobject of X1 (M) x - --x X,,(M). There-
fore F(R(M)) is a subobject of F((X1(M)x---x X, (M) because F preserves sub-
objects. By preservation of products, F(R(M)) is a subobject of F(X;(M)) x
-+« X F(X,(M)) which is isomorphic to X1 (F(M)) x --- x X,,(F(M)).

The treatment of function symbols is left to the reader [To self: insert.] O

Remark IV.11. It should make sense to define what it means for a model M :
Def(T) — £ to be k-saturated. Question: Is it the same as “k-compact object”
in the sense of category theory?

IV.2 Geometric Theories

Throughout this section, all topoi we consider are elementary topoi. In this
section, we consider which functors preserve theories and which maps are the
“good” maps between topoi.

Definition IV.12. Let F, & be topoi. A geometric morphism f: F — £ is
a pair of functors (f*, f.) where f, : F = &, f*: £ = F, f* is left adjoint to f.
and f* is a left exact functor. We call f, the direct image part of f and f*
the inverse image part of f.

Example IV.13. Let X,Y be Hausdorff topological spaces. Let Sh(X) be the
Grothendieck topos of sheaves over X considered as a site, and Sh(Y) the same
for Y. Then a geometric morphism Sh(X) — Sh(Y) is precisely a continuous
map f : X — Y. More precisely, to every such geometric morphism there
corresponds such a continuous map and vice verse.
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Proof. (<) Suppose f : X — Y is a continuous map. We first define f,, the
direct image functor. On objects, for each sheaf functor F in Sh(X) we define
the functor f.[F]in Sh(Y') element-wise, as follows. For each open set V in Y,
let

FLIFI(V) = F(f7H(Y)).
Since f is continuous, f~1(Y) is open in X and the expression on the right hand
side is therefore well-defined.
Defining f, on arrows is left to the reader.

We now define f*, the inverse image functor. On objects, for each sheaf functor
G in Sh(Y'), we must define a sheaf functor f*(G) in Sh(X). We will take advan-
tage of the correspondence between sheaves and étale bundles. Let p: £ — Y
be the étale bundle over Y associated with G. We will construct, from p, an
étale bundle over X, and then define f*(G) to be the sheaf in Sh(X) associated
with this bundle.

In the category of topological spaces, we let E’ be the topological space that
makes the following a pullback diagram:

E—— F

b
x 1.y

The map p’ is the desired étale bundle. It remains for the reader to check
that this will be a local homeomorphism.

Finally, one must show that (f*, f.) is an adjoint pair and that f* is left
exact.
(=) Let (f*, f«) be a geometric morphism from Sh(X) to Sh(Y). We want to
construct a continuous function f : X — Y. Note that f* preserves finite limits,
arbitrary colimits, and the terminal object. Therefore f* takes subobjects of
the terminal object in Sh(Y") to subobjects of the terminal object in Sh(X).
Note that the terminal object in Sh(Y) is the functor F' that takes every open
V to F(V) = {a} = 1 or equivalently, the identity bundle. The subobjects of
F' as defined above are the open subsets of V' considered as subfunctors. So f*
takes open subsets of ¥ to open subsets of X. In particular, f*(Y) = X. Now
f* preserves finite intersections and arbitrary unions so we can define the map
f: X — Y such that f(z) =y if z € f*(V) for all neighborhoods V of y in Y,
by the Hausdorff condition.
We now check that f is well-defined. Now there is at most one such point y
by the Hausdorff condition, since f* preserves intersection, and since f*(0) = 0
[Proceeds by contradiction.] There is at least one such y since otherwise, for all
y € Y there is a neighborhood V,, of y in Y such that « ¢ f*(V},). So

T ¢ Uerf*(Vy) =f* (UyGYVy) =f(Y)=X

But this is a contradiction.
It remains to be checked that f is continuous.
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Note briefly that f*(V) = f~!(V), motivating the name inverse image functor
It remains to be shown that f, is naturally isomorphic to f,; that is, this map
we have defined really does correspond to the geometric morphism in a strong
way. Recall that we defined, for each F' € Sh(X),V open in Y, f.(F)[V] =

F(fH(V)).
So by the Yoneda lemma,
F BV =F(f~1(V))
X (fHV), F)
= Homgp,x)(f*(V), F)
= Homgp(y)(V; f«(F)) = fu(F)[V]

where the second to last natural isomorphism holds by definition of geometric
morphism; in particular, by the adjunction. O

= Homgp,

The following lemma is a trivial observation which is useful for the moment
to make explicit.

Lemma IV.14. Let f : F — £ be a geometric morphism between elemen-
tary topoi. Then f* : & — F preserves finite limits, all colimts, subobjects,
monomorphisms, infimums and supremums of pairs of subobjects of a single
fized object, images, and greatest and smallest subobjects.

Remark IV.15. If Y, Z are two subobjects of X then the pullback of the diagram
Y — X < Z is the meet. This will be proven later.

Remark 1V.16. Let f be a geometric morphism f : F — £ with inverse image
part f* : & — F which we know is left exact. Now we have previously shown
that for any L-structure M in &, f*(M) is an L-structure in F. On the other
hand, given an L-formula ¢(Z) of L where z; is of sort X;, we have that ¢(M)
is a subobject of Xy (M) x --- x X,,(M). Therefore, since f* is left exact,

subobject
Flo(M) =5 T Fxaan) = ([ X
On the other hand,

subobject

IIZ

(I X

We now want to ask when they coincide; namely when are f*(¢(M)) and
©(f*(M)) naturally isomorphic as subobjects of f*(]] X;(M))? Another way
of interpreting this question is: when does f* preserve the formula ¢? A trivial
partial answer to this latter question is given by the fact that by definition of
f*(M), f* preserves interpretations of relations, function symbols, and T, L.

o(f*(M)) Xa(f7(M)) x - x X (7

Definition IV.17. An L-formula ¢ is geometric if it is built up from atomic
formulas using T, 1,A,V,3. Geometric formulas are also called positive, or
finitary coherent, and the fragment of finitary first-order logic which discusses
only coherent formulas is sometimes called coherent logic, which gets its name
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from the fact that this is the internal logic of a coherent category, which we
shall see later. Note that some authors, like Johnstone [5],[6], use the phrase
“coherent formula” to refer to what we have defined above, but reserve the
phrase “geometric formula” to refer to the class of coherent formulae closed
under infinite disjunctions.

Theorem IV.18. Let f: F — £ be a geometric morphism and f* its inverse
image part. Let M be an L-structure of £ and ¢ a geometric morphism. Then

F(p(M)) = o(f*(M)) as subobjects of f*([] X:(M)).

Proof. This proof will proceed similarly the proof that elementary embeddings
preserve formulas.

We proceed by induction on the complexity of formulas.

We begin by considering the atomic formulas.

The base cases ©1 = x2, f(Z) = 7, and R(Z), as noted earlier, follow trivially
from the definition of f*(M).

Now suppose we have shown that f* preserves atomic formulas concerning terms
t;. We have to show f* preserves atomic formulas concerning terms f;(¢;) for
function symbols f;.

1. Consider an atomic formula of the form f;(¢;) = fi(t;).
. where’s the rest? O

The following makes reference to Anand’s numbering and needs to be ad-
justed once the previous contents are filled in.

Definition IV.19 (Geometric theory). A geometric theory in L is a collection
of L-formulas, which are called azioms, of the form

Vi (p(@) = ()

where ¢ and ¢ are geometric formulas with variables among & = (z1,...,z,)
for some n € N.

Note that in ordinary first-order model theory, first-order theories are usu-
ally assumed to be closed under logical consequence. However, we make no
assumption on geometric theories.

Furthermore, note that geometric theories may include axioms of the form
VZ(Z) and VZ—p(Z), where ¢(Z) is a geometric L-formula with free variables
among Z since VZy(Z) is equivalent to the formula VZ(T = ¢(Z)), and similarly,
VZ-p(Z) is equivalent to VZ(p(Z) = L).

However, one should be careful to note that VZ(p(Z) = ¢(Z)) is not a
geometric formula even when ¢ and @ are geometric formulas. In other words,
one should not confuse geometric formulas with axioms of a geometric theory.

To make one last minor point, note that our logical (syntactical) symbol for
implication is ‘=" rather than the usual ‘=’ seen in ordinary first-order model
theory. We use the former to be consistent with Mac Lane and Mordeijk’s
notation.
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Corollary IV.20. Let T be a geometric theory in a fized first-order and possibly
many-sorted language L. Let f : F — £ be a geometric morphism (between topoi
F and &) where f = (f*, fi). Let M be a model of T in the sense of £.
Then the inverse image f*(M) of M is a model of T in the topos F.
Moreover, f* induces a functor from the category of models of T in & to the
category of models of T in F.

Proof. Let T be a geometric theory and let VZ(¢(Z) = 9 (Z) € T. For this axiom
to be valid in M just means, by definition, that (M) < (M) as subobjects
of the relevant product X;(M) x ... X, (M). By Theorem 4.11777? and by the
fact that f* preserves the inclusion of subobjects (Lemma 4.8), it follows that
e(f*(M)) <YP(f*(M)) as subobjects of X1(f*(M)) x ... x X,(f*(M)), which
means that the axiom is valid in f* as well.

Check the moreover part. O

Remark TV.21. Note that the previous theorem uses three claims that we will
discuss in more detail, i.e. (i) Lemma 4.8 according to Anand’s numbering, (i¢)
preservation of inclusion of subobjects by f*, and (ii7) the equivalence of the
validity of VZ(¢(z)) and ¢(Z).

Remark 1V.22. Note that Mac Lane and Mordeijk define the notion of an ‘open’
[9]. Mac Lane and Mordeijk prove that Theorems 4.11 and hold for all
formulas and all theories when f is an open geometric morphism.

Example IV.23. (i) Rings: Let L,;,4s be the (one-sorted) first-order lan-
guage of rings, i.e. Lyings = {+,%,0,1}. We will often suppress the
multiplication symbol when there is no ambiguity. The theory of commu-
tative rings is a geometric theory consisting of the following axioms:

o Vx(lz =x)

o Vr(0+ 2 =u1x)

e Vz,y(ry = yx)

o Va,y(x +y=y+ux)

o Va,y,2((zy)z = 2(yz))

e Vo,yz((+y)+z=2+(y+x))
o Vaxdy(x+y=0)

o Vu,y, 2(x(y + 2) = vy + x2)

(#4) Local rings: Let £ be Lings. Then the theory of commutative local rings
is geometric and given by the following axioms:

e The axioms for commutative rings
o Vz((Fy(zy =1) vV Iy((1 —2)y = 1))).

Intuitively, local rings are rings that have a unique (proper) maximal ideal.
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(#4¢) Linear (not strict) orderings with endpoints: Let £ = {<,b,t} where b and
t are the least and greatest elements. Then the theory of linear orderings
with endpoints is geometric and given by the following axioms:

o Vz,y(z <yVy< )
o Vr(x < x).
Vr,y((zr <y Ay <) =z =y)

Va,y,2(r <yAy <z)=a < z)
V(b <z <t)
b=t)=1

(iv) Fields: Let £ = {+, x, —,0, 1}. The theory of fields is geometric and given
by the ring axioms and the following axiom:

Ve(r =0V Jy(zy =1)). (IvV.1)

Note that in the category Set, the last axiom is equivalent to

Ve(-ylzy =1) = 2 =0) (Iv.2)

However, this equivalence does not hold in every topos. For example, let
X be a Hausdorff topological space, and let £ be the category of sheaves
on X. Then the sheaf of real-valued functions on X is a model of the ring

axioms in the sense of & satisfying ([V.2]) but not (IV.1)).

Now, for M an L-structure in £, we want to define a category Def(M).

Remark IV.24. First, one should note that there is a correspondence between
“functions” and their “graphs.” in suitable categories where the composition
of functions correspond to pullbacks of “graphs.” In the case of Set, there is a
trivial relationship between functions and graphs.

Definition IV.25. Let £ be a topos, s : A — B a morphism in £. The graph
of s the subobject of A x B corresponding to the induced map A — A x B:

Note that this map is monic because id : A — A is monic; one can verify
monicity directly from the definition.
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In Definition we described the graph of a morphism s : A — B as a
subobject of Ax B by finding a particular monomorphism into A x B. It is useful
to remember that subobjects are defined only up to isomorphism. Lemma[[V:26]
characterizes when a subobject of A x B is equivalent (as subobjects) to the
graph of s.

Lemma IV.26. Lets: A — B be a morphism in a topos, and let S be an object
together with a morphism S — A x B. By the universal property of A x B, we
may view this morphism as a pair (a, s'), witha: S — A and s’ : S — B. Then
(a, s") is monic and presents S as an equivalent subobject to the graph of s if
and only if « is an isomorphism over B. That is, if o is an isomorphism and
the following diagram commutes:

S —=—— A

NA

Proof. (=) Assume (a,s’) : S — A x B is monic and equivalent to the graph
of s as a subobject of A x B. That is, recalling that (id, s) is the graph of s,
there is an isomorphism f : S — A such that (id, s) o 8 = (¢, s"). Consequently,
B=aand soa =5, as desired.

(<) Assume « is an isomorphism over B. We want to show that « is
moreover an isomorphism over A x B (monicity of the map into is immediate
from this isomorphism and the monicity of (id, s) : A — AxB). That is, we want
to show that (id, s) o @ = (a, s). Since it is sufficient by the universal property
of products to check each coordinate separately, the result is immediate. O

Via Lemma [[V.26] we can observe that the graph of the composition of
two morphisms is the pullback of their individual graphs over the common
domain/codomain.

Lemma IV.27. Let s: A — B and t : B — C be morphisms in a topos, and
let (a,8'): S — Ax B and (B,t') : T — A x B be their respective graphs. Then
S xg T is the graph of ts, where the relevant morphism into A x C is given by
the following diagram:

SxBT%T%C

L, b7

S ——— B
a/
A
Proof. The result is immediate from Lemma and the fact that both pull-
backs of isomorphisms and compositions of isomorphisms are isomorphisms. [

We can now define the category Def(M), where M is a structure in a topos.
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Definition IV.28. Let L be a language, £ a topos, and M an L-structure in
E. By Def(M, E), we mean the following category:

e Objects are pairs (X, A), where X = (X1,...,X,) is a tuple of sorts and
A is a subobject of X (M) that arises as the interpretation in M of some
geometric formula o(z1,...,z,).

e Morphisms (X, A) — (Y, B) are morphisms s : A — B in £ whose graph,
as a subobject of X (M) x Y (M), arises as the interpretation in M of some
geometric formula o(Z, 7).

Composition and identity morphisms are induced by the category £.
Lemma IV.29. The category Def(M,E) is well defined by Definition |IV.28

Proof. We defined identity and composition morphisms by deferring to identity
and composition in £; we must check that the graphs of these morphisms arise
as the interpretations of geometric formulas. (We must also check that identity
and composition obey the necessary algebraic laws, but this follows immediately
from the fact that £ is a category obeying these laws.)

(Identity.) The graph of the identity morphism is given by coordinate-wise
equality, which can be expressed as a finite conjunction of atomic equality as-
sertions, and is therefore given by a geometric formula.

(Composition.) By Lemma the graph of a composition is a pullback of
the graphs of the morphisms being composed. Pullbacks of definable functions
are expressible by geometric formulas: let o(z, z),7(y, z) be the graphs of s :
A — C and t : B — C, respectively. Then their pullback is defined by the
formula 3z € C : o(x, 2) A 7(y, 2), where “z € C” is shorthand for the formula
defining C' as a subobject of Z(M). O

Note that Definition of Def(M, &) gives rise to a canonical “forgetful”
functor Def(M,E) — £ by sending the object (X, A) € Def(M) to A € £ and
f:(X,A) = (Y,B) to f : A — B. (To be needlessly technical, since the A
in (X,A) is a subobject of X(M), it only determines an equivalence class of
objects in &, rather that a specific object. Consequently, the forgetful functor
is “weak” in that it is only defined up to unique isomorphism in the functor
category, rather than as a specific functor in particular. In practice, since it is
defined up to unique isomorphism, this distinction is irrelevant.)

Proposition IV.30. The category Def(M, &) has a finite limits, and the for-
getful functor Def(M,E) — & is left exact.

Proof. Let F : Def(M,E) — £ denote the forgetful functor. Note that F' is by
definition full and faithful, meaning that it induces bijections on hom sets:

Hompeg(ar,e)(X,Y) = Home (F(X), F(Y))

Oops, it’s actually only faithful, not full. Also, since £ is a topos, it has fi-
nite limits. Letting J be a finite diagram in Def(M, ), we must check that
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limx e Hompeg(ar,e)(—, X) is representable in Def(M, £). Given the above ob-
servations, it suffices to check that the finite limits present in £ arise as images
of objects in Def(M, &) itself. Let L € Def(M,E) be the assumed object such
that F'(L) = limxes(F(X)). Then

)I(HEI}I Hompes(ar,e)(—, X) = )1(12}] Homeg (F(=), F(X))
o Homg(F(—),)l(igl](F(X)))
o HOng(F(*%F(L))

= HomDef(M,E)(_a L)

so Def(M, &) has finite limits which are preserved by F'.

Now we show that the finite limiting cones (of diagrams that are themselves
images under F') that exist in £ are images of diagrams in Def(M,€&). By
Theorem [[T1.20] it suffices to check finite products and equalizers. The result
is then immediate, since the diagrams corresponding to finite products and
equalizers are directly definable by geometric formulas. O

Given a topos &, language £, and L-structure M in the sense of £, we aim
to define a Grothendieck Topology on Def(M, ).

Recall that a Grothendieck topology on a category C is an assignment J
of each object C' € C to a family of sieves over C, J(C), called covering sieves
of C. Moreover, each family J(C) has the following properties:

e The maximal sieve y¢ is in J(C) for each C € C where y¢ is the presheaf
(functor) Home (—, C).

e For every subfunctor R of yo and arrow f : C’ — C define the collection
F*(C) of arrows g : C — C’" with fog € R(dom(g)). If R € J(C) and
f:C" = C then f*(R) € J(C).

o Transitiity: Whenever R is some sieve over C' and S € J(C') such that
f € S implies f*(R) € J(dom(f)), then R € J(C).

Furthermore, recall that a basis for a Grothendieck topology (also known
as a pretopology) on a category C is a family {K(C) : C € C} of morphisms
(sometimes denoted Cov(C)) with codomain C' with the following properties:

o Every set covers itself: The singleton {id¢ : C — C} is in K(C) for each
C.

o Stability under pullbacks, or, a cover of a set leads to a cover of a subset:
If {fi:i€e A} € K(C) and g : D — C then each pullback D x¢ dom(f;)
exists; namely we have the following pullback diagram:

D x¢ dom(f;) —2— dom(f;)

I I

D—~ ¢
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Moreover, the family {g; : i € A}, is in K(C).

e Refinements of covers lead to covers: Suppose {f; : C; — C} € K(C) and
for all i, {gij : Dij — CZ} € K(Cl) Then {fz o gij} € K(C)

It was an exercise to show that if a category C has pullbacks and a basis for
a Grothendieck topology, then C has a Grothendieck topology. That is, suppose
C has pullbacks and a basis. Then one can generate a Grothendieck topology by
defining, for for each C' € C, the set J(C) of sieves S on C that contains some
Re K(C).

Since we have shown that Def (M, £) has finite limits, it follows that Def(M, &)
has pullbacks, and thus, we can show that Def (M, £) has a Grothendieck Topol-
ogy by defining a basis.

Definition IV.31. We define the following basis on Def(M, £). For each object
(B,Y) in Def(M, E) where B = ¢(M) for some ¢ a geometric L-formula and
Y is a list of sorts Y7,...Y,,, a member of K(B,Y), i.e. a cover for (B,Y), is a
finite family of arrows in Def(M, ),

5;: (A, XY 5 (B)Y) fori=1,...,m.
such that the induced map II}*A; — B is an epimorphism in £.

Lemma IV.32. Let £ be an elementary topos, L be a first order language,
and M an L-structure in the sense of £. Moreover let (B,Y) be an object of
Def(M,E) and let

s;: (A, XY 5 (B)Y), wherei=1,...,m

be a family of maps. Then the induced map I"A; — B is an epimorphism
in & if and only if the formula

Yy((y) = Gztor(zt,y) v... v Iz (o, (2", y))) (IV.3)

is valid in M (in ) where B = (M) for i a geometric formula, and where
o;(M) defines the graph of s;.

Proof. Note that is valid in M (in &) if and only if
B={y:¢(y)}HM)CY(M)
is contained in the subobject
S =3z (o1(zt,y)) V...V Iz (on (2™, y))(M).

By definition of our logical symbols, this implies that S = Im(s;) V...V
Im(S,,) C B where V is the supremum and where s; : A; — in £. This supremum
S can be described as the image of the map II7*A; — B induced by {s;}!". This
map is an epimorphism if and only if its image contains all of B, which just
means that is valid in M (in &) O
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Definition IV.33. A Grothendieck topology on a category C is subcanonical
if, for every C € C, the representable presheaf Home(—, C) is a sheaf for this
topology.

Fact IV.34. The Grothendieck topology on Def(M,E) is generated by the basis
defined in[IV.31] is canonical.

Given a geometric theory T', we define the category Def(T) and a Grothendieck
topology on Def(T).

Definition IV.35. Let T be a geometric theory. We define the category Def(T')
as follows:

e Objects: The objects of Def(T') are given by a finite list of sorts X =
(X1,...,X,) and an equivalence class [p(z1,...,z,)] of geometric formu-
las ¢(x1,...,x,) with variables x; of sort X;, and where the equivalence
relation is as follows:

o(Z) ~ (z) & For every topos E,YM € Mod(T, E)(p(M) = (M))

where (M) = (M) as subobjects of X;(M) x ... x X,,(M) in the topos
£. We denote such an object by [y, X].

e Morphisms: A morphism in Def(T") between [p, Y] and [¢, Y] is an equiv-
alence class of certain geometric formulas o(Z,35) C X X Y where & =
(x1,...,2n) and § = (y1,. .., Ym) with z; (resp. y;) of sort X; (resp. y;).
Moreover, we require that morphisms in Def(T") have the property that for
every topos £ and every model M of T in &, o(Z,§)(M) C X(M) xY (M)
is the graph of the arrow in Def(M,€) from (A,X) to (B,Y) where
A = (M) and B = ¥(M). In particular, o(Z,7) is a subobject of
o(M)xp(M) and o(Z,y) ~ o' (z,7) if o(Z,7)(M) = o'(Z,7)(M) for every
M in every &; or equivalently, if o(Z,7)(M) and ¢'(Z,§) define graphs of
the same arrow in Def(M, £).

Lemma IV.36. Let T be a geometric theory. Then for any topos &,
(1) Def(T,E) is a well-defined category.
(13) Def(T, &) has all finite limits.

(#i1) For each model M of T in &, the following functor is left exact, i.e pre-
serves limits,

Fyy : Def(T, ) — Def(M, €)
where Fur([p, X]) = (o(M), X (M)).

Proof. In the proof of Lemma we described how identity morphisms and
composition are witnessed by geometric formulas. We now note that the specific
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choice of formula did not depend on M itself, but only on the defining formu-
las for the objects and morphisms involved. Define identity and composition
morphisms in Def(T") according to the scheme described in that proof. Given
that objects and morphisms in Def(T") are defined as formulas up to having
equivalent behavior in all models, the fact that Def(M, ) is itself a category
for all M implies that are necessary algebraic laws are satisfied.

Similarly we noted in the proof for Proposition that the limit cones
for finite products and equalizers are definable by geometric formulas. Again,
these formulas did not depend on M. These cones are vacuously preserved
by the functors Def(T') — Def(M,E), so we must only check that they are
limiting cones in Def(T"). Note that the functors Def(T) — Def(M, E) need
not be full or faithful, so we can’t use the same “trick” we used in the proof of
Proposition However, directly verifying the universal property for finite
products and equalizers is routine. O

Now we define the Grothendieck topology on Def(T")

Definition IV.37. Let s; : A; — B be a finite family of morphisms in Def(T').
Say that these s; cover B if, for every model M of T in every topos &, the
induced functor Def(T') — Def(M, £) sends this family to a cover with respect
to the topology on Def (M, E).

Lemma IV.38. Definition defines a basis for a Grothendieck topology
on Def(T) (see Definition |III.51)). Moreover, the induced functors Def(T) —
Def(M) send covers to covers.

Proof. Per Definition [[TI.51] we must show that every set covers itself, that cov-
ers are stable under pullback, and that refinements of covers are covers. These
properties follow immediately from the definition of the topology on Def(T),
the fact that the topologies on Def(M, &) follow the required laws, and that the
functors Def(T') — Def (M, £) preserve identities, pullbacks, and compositions,
respectively.

That the functors Def(T') — Def (M, £) send covers to covers is vacuous. [

Lemma IV.39. Suppose a finite family of morphisms s; : A; — B in Def(T)
are given by geometric formulas o;(x*,y). Then the family covers B if and only
if, in every model M of T in every topos £, M models

Yy € B, \/Eia:i € Aozt y)

Proof. Immediate from Lemma O

At this point, Anand defined what it means for a functor C — & to be
continuous by requiring it to send covering sieves to epimorphic families. That
definition requires that £ have infinitary coproducts, which isn’t true in an
elementary topos in general. I don’t actually think there is a good definition for
when a functor from a site to an elementary topos is continuous: the definition
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“ought” to be equivalent to requiring the induced adjunction between Set®” and
£ to be a geometric morphism (i.e., the left adjoint is left exact) that moreover
factors through the sub-topos (of Setoup) of sheaves on C'. Unless & is actually
an elementary topos, or at least has satisfies assumptions for some sufficient
Adjoint Functor Theorem, the induced adjunction need not exist, however. The
only way to fix it, as far as I can tell, is to outright require the existence of the
adjunction as part of the definition of “continuous”.

Looking ahead, the problem is actually even worse. We’ve been using
“topos” to mean “elementary topos”, and marching on toward building B(T")
as the universal model for 7" in any topos. But that universal property only
actually works for models in Grothendieck toposes, not elementary ones.

Before formally defining the classifying topos B(7T) and its properties, we
need more background on geometric morphisms, which form the correct notion
of morphisms between toposes.

Remark 1V.40. Given toposes F and &, the collection of geometric morphisms
F — & forms a category. Given f,g : F — &£ geometric morphisms, the ar-
rows f = g are given by natural transformations f* = g*, or equivalently by
transformations g, = f.

Remark TV .41. Given a geometric morphism g : G — F (between toposes G and
F) where g = (¢*, g+ ), we can define the following functor:

Hom(g, &) : Hom(F, &) — Hom(G, &)

Such that we have the following maps on objects and arrows, respectively:

Objects: For f € Hom(F,E), Hom(g,&)(f) = f o g € Hom(G, &);

Arrows: Let o : ff — f5 where f1, fo € Hom(F, &) and f1 = (fy, f1.) and
analogously for f;. Then Hom(g,&)(a) = g*«, which is an arrow in Hom(G, &)
between (f19)* = ¢*ff and (f29)* = g*f5 such that for E € &, (¢*a)p =
g (ag) 9" fiE = g" f3E.

Definition IV.42. Let T be a geometric theory in a language £. Let Def(T)
be equipped with its Grothendieck topology J(T') (see Definition . We
denote by B(T) the topos of sheaves on the site Def(T) (with respect to its
Grothendieck topology J(T)).

Theorem IV.43. The topos B(T) is the classifying topos for T, i.e., for any
cocomplete topos E (i.e. € has all small colimits), there is an equivalence of
categories

Hom (€, B(T)) = Mod(T, €) (IV.4)

that is natural in € in the following sense:
Let f : £ — F be a geometric morphism and Hom(F,B(T)) = Mod(T, F),
then the following diagram commutes:

72



Hom(F,B(T)) —— Mod(T, F)
lHom(f, B(T)) lf* (IV.5)
Hom(&,B(T)) —— Mod(T,€)

where f* : F — & is left exact, and so it takes models of T in F to models

of T in &€ by Corollary [IV.20

Proof. First, by [9] Chapter VII, Corollarly 9.4, there is an equivalence of cate-
gories between Hom (&, B(T)) and the category of left exact continuous functors
from Def(T') to £. One direciton of this equivalence is given by a geometric
morphism f : & — B(T) where f = (f*, f.). Take f*: B(T) — £ and compose
with Yoneda embedding y : Def(T") — B(T"). One checks that f*oy is left exact.

Now given a model M of T in a topos &£, we construct a left exact contin-
uous functor Aps : Def(T') — &, which is the composition of Fys : Def(T) —
Def(M, E) (i.e. evaluating objects of Def(T) at M) and the ‘forgetful’ functor
Def(M,E) — £. We have seen that A)y is left exact and continuous. Note that
the objects of Def(T) are of the form [p(x), X] and Ay ([¢p(x), X]) = @(M) as
an object of £ and similarly for arrows.

There are a few things to check: First, that M — A,; is a functor, i.e.
given a homomorphism of models M — M’ we get a natural transformation
AA,] — Aj\,j/.

For the other direction of the proof, let A : Def(T') — &£ be a left exact
continuous functor A : Def(T) — £. We want to construct a model My of T in
the topos €.

Let X; be a sort in the language £. We will use the formula x; = z; for a
variable x; of the sort X; to define the object

We assume that £ has just relation symbols and equality, although the prov-
ing where £ has function symbols is not difficult. Let R C X3 x ... x X, be a
relation symbol of £. Then we define

R(Ma) = A([R(z), z]) (Iv.7)

where x = (21, ...,2,). Since A preserves monomorphisms, we have that A
yields the monomorphism

R(MA)HXl(MA) X...XXN(MA) (IV8)

This gives us M4 from the continuous left-exact functor A : B(T') — £. To
complete the proof, we need the following two lemmas.

Not sure where to put the following:
Remark TV.44. One should note that y takes Def(T") to Set?*™™ where the lat-
ter is the category of presheaves on Def (7). By subcanoncity of the Grothendieck
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topology on Def(T"), the image of y consists of sheaves with respect to the
Grothendieck topology.

Corollary IV.45. Let T and T' be geometric L-theories. Then B(T) and
B(T") are equivalent toposes (witnessed by a geometric morphism) if and only
if Mod(T, €) is categorically equivalent to Mod(T", E) natural in E.

Proof. Note that the left to right direction is trivial. To prove the other direc-
tion, suppose for £, Mod(T', ) = Mod(T”, ). Then Hom(E,B(T)) = Hom(E,B(1")),
for any £, so in particular, Hom(B(7T"), B(7")) = Hom(B, B(7")). Thus, the image
of idg(r) is an equivalence of B(T") and B(T"). O

Lemma IV.46. For any geometric formula p(x1, ..., x,) where z; is of the sort
X, there is a natural isomorphism between the subobjects p(Ma) C X1(Ma) %
oo X X (My) and A([p, X]) as subobjects of X1(My) X ... x Xp(Ma).

Proof. The proof follows by induction on ¢, which uses the existence of covers
and pullbacks, and the fact that A is left exact and continuous. O

Lemma IV.47. M4 is a model of T in E. That is, every ariom VT (p(ZT) — ¢¥(T)
of T is valid in M4 in E.

Proof. By assumption, for every model M of T in any topos &£, we have (M) C
(M) as subobjects of X (M).

Claim. There is a corresponding inclusion [p, X]| — [¢, X] in Def(T).

Proof of claim. In every model M, we have that the formula x = z yields the
arrows:

@(M) X (M)
\ / (IV.9)
(M)

So we obtain the same diagram in Def(T'):

[907X] [m:x,X]

\ / (IV.10)
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Now we know that A preserves inclusion of subobjects, so Alp, X] C A, X]
as subobjects of Alx = z, X]. By Lemma|IV.46} we have that o(Ma) C ¢(Ma)
as subobjects of X1(Ma) x ... X X,,(Ma). O

To complete the proof of Theorem[[V-43], one checks that the functors taking
M — Apr and A — My are inverses of each other up to natural isomorphism,
natural in &. O

O

Definition IV.48. The universal (topos-valued) model Uy is the model of T' in
B(T) corresponding to the identity geometric morphism B(T") — B(T).

Proposition IV.49. Let M be a model of T in a complete topos E. Let cpy :
E — B(T) be the corresponding geometric morphism. Then M is the image of
Ur under ¢ B(T) — &, which is a left-exact continuous functor.

Proof. By the naturality of (IV.4]), we have the following commutative diagram
as a special case of (IV.5))

Ur € Mod(T,B(T)) —— Hom(B(T),B(T)) > id
lc;, lHom(cM, B(T)) (IV.11)
M € Mod(T,£) ———— Hom(E,B(T)) 3 ¢,
O

Remark IV.50. One can provide the following description of Up. Given a
geometric theory T, and the topos B(T) of sheaves on Def(T). Note that
id : B(T) — B(T) corresponds to the Yoneda embedding y : Def(T) — B(T). So
by the constructions of Theorem [[V.43] we have that Uy is precisely the model
M,

y-

Theorem IV.51. For every sentence of the form o = Vxp(x) — ¢(x), with ¢,
¥ geometric, o is valid in Ur if and only if o is valid in every model in every
elementary topos.

Proof. (<) Immediate, since Up = T. (=) Assume Ur =0, and M =T in an
elementary topos £. We want to show that M = o.

Recall that we have [p(z), X] and [¢(z), X] objects in Def(T'), and that the
interpretations of ¢ and v in Ur are the images of these objects under the
Yoneda embedding y : Def(T") — B(T'). Ur = o means exactly that y([p, X]) <
y([¢, X]) as subobjects of y(X). Since y is full, this implies that [¢, X] < [¢, X]
as subobjects of X in Def(T).

Now, since the model M in £ induces a coherent functor Def(T) — €&, it
maps the inclusion [p, X] < [¢, X] to an inclusion (M) < (M) as subobjects
of X(M), as required. O
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IV.2.1 Deligne’s Theorem

Traditional model theory only considers models in the category Set, while cat-
egorical logic considers models in arbitrary toposes. Deligne’s Theorem, orig-
inally appearing in SGA4, Vol. 2, implies that considering only models in Set
is sufficient to determine whether an implication between geometric formulas
holds in models in arbitrary toposes (or, equivalently by Theorem the
implication holds in Ur).

Theorem IV.52 (Deligne’s Theorem). Coherent toposes have enough points.

We do not present a proof of Theorem[[V-52 here. Our goal in this subsection
is to explain the terminology and why this theorem justifies considering only
models in Set.

Definition IV.53. A coherent topos is a Grothendieck topos where the Grothendieck
topology on the relevant site has a basis of finite covering families.

For example, B(T') is a coherent topos by construction.
Definition IV.54. A point on a topos £ is a geometric morphism Set — £.

For insight into this definition, consider the case where £ is the topos of
sheaves on a topological space X. Recall that Set is the topos of sheaves on the
one-point space, so a geometric morphism Set — £ is just a continuous map
1 — X, ie. a point on X.

Note also that a point on B(T') is a geometric morphism Set — B(T") and so,
by the universal property of B(T'), the points on B(T") are exactly the models of
T in Set (i.e., the classical models of T).

One way to reconcile these two different intuitions about points on B(7')—
that is, points in a topological sense and models in a logical sense—is to consider
what happens when B(T') is a propositional (i.e., zero-sorted) theory. Then B(T)
is the topos of sheaves on the space of completions of the theory. A point on
that space specifies a completion, i.e., which propositional symbols are true, i.e.,
a model.

Definition IV.55. A topos &£ has enough points if, given any f: A — B in &,
f is an isomorphism if and only if p* f is a bijection for every point p of E.

Ezercise IV.56. A topos € has enough points if and only if, given A, B € Sub(X)
for an object X in £, A < B if and only if for all points p of £, p*A < p*B as
subsets of p* X.

Corollary IV.57 (of Deligne’s Theorem. Let T be a (finitary) geometric
theory, and o a sentence of the form Yz : p(x) — (x), where ¢ and ¥ are
geometric. Then o is valid in all models of T in all elementary toposes if and
only if o is valid in all models of T in Set.

Proof. (=) Immediate, since Set is a topos. (<) Assume o is valid in all
models of T" in Set. We wish to show that o is valid in all models of T" in all
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elementary toposes. By Theorem it is sufficient to show that Ur models
o. That is, we wish to show that ¢(Ur) < ¥(Ur) as subobjects of X (Ur)
in B(T'). By Deligne’s Theorem and Exercise this fact follows from the
assumption. O
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Chapter V

Positive Model Theory

In this last section, we discuss some positive model theory. As a guiding princi-
ple, one may consider positive model theory as “the study of model companions
of geometric theories”. There are two possible perspectives one may take on
positive model theory. One is via the positive Morleyization:

Definition V.1 (Positive Morleyization). Given an L-theory T, the positive
Morleyization of T is an LT-theory T+, where L*™ and T+ are described as
follows:

1. Let L* be given by L along with a relation symbol R, (z) for each L-
formula ¢(Z) (including sentences).

2. Take T to be axiomatised by the following (given inductively):

e when ¢(Z) is an atomic L-formula

VI(R,(T) = ¢(T) A p(Z) = Ry(T));

e o
< <
STl
6:04
§¢
>€:U
=3
<
8 =
1%
&

e R, for every sentence o € T.

Note that T does not contain the original theory 7.

Lemma V.2. Let T be a first-order theory. Then:

1. T* is a geometric theory, i.e. has azioms of the form VI (p(Z) — ¥ (T))
where ¢ and Y are geometric formulas (Poizat calls such axioms “geomet-
ric sequents”), and TT has positive quantifier elimination.
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2. In Set, T and T™" have the same models, i.e. every L-reduct of a model
of TV is a model of T and every model of T has a unique expansion to a
model of T .

Remark V.3. Suppose T7 and T, are L-theories which are logically equivalent
in Set. Then Tf‘ and T2+ are logically equivalent in any topos.

Given a first-order theory T, we obtain Def(T") and B(T"). The topos
Def(T") can be identified with Def(T) as introduced earlier. In [2], the authors
prove the following:

Proposition V.4. Assume T is a countable, complete first-order theory. Then
B(T") is a boolean topos if and only if T is Ro-categorical.

So (77) via the positive Morleyization, usual first-order logic is embeddable
into geometric logic (where it can be studied via categorical logic).

The other main approach to positive model theory historically emerged from
the study of existentially closed structures.

Given a universal L-theory T', we have the class of “existentially closed” (ec
models) models of T. If N &= T, we say that N is ec iff for every M DO N
another model of T, if M | Jxp(z), for some quantifier-free L-formula ¢(x)
with parameters in N, then N = Jzo(x).

If the class of ec models is elementary, we say that T has a model companion,
and the relevant L-theory, T%, is called the model companion of T'. For example,
if T is the theory of integral domains, then T is the theory of algebraically closed
fields. If T* exists and T has the amalgamation property (in the category of
models and embeddings), then T has quantifier elimination in L.

In the seventies, finding model companions of various theories was a main
part of model theory (Robinson style model theory). Even if T* does not exist,
we may still be interested in the class of e.c. models (see [13]).

In [12], Pillay develops simplicity and stability in this context. There are
“universal domains”, existentially universal models which are saturated and ho-
mogeneous for existential formulas. For example, if T is stable, then the class of
e.c. models of TU{o is an automorphism} is simple. Hrushovski, in [4], did the
same thing under the stronger assumptions that 7" has amalgamation and joint
embedding (so-called “Robinson theories”). In this situation, the existentially
universal model is unique and is quantifier-free saturated and homogeneous. For
example, if M is a saturated model in the usual sense, and X is a type-definable
subset of M over ), then X equipped with a predicate for X"NZ, where Z C M™
is (-definable, is a Robinson Structure. In [7] and [2], the authors relate cate-
gorical logic to this Robinson-style model theory via the positive Morleyization
of a theory.

For the rest we will approach positive logic as done in [14]. For simplicity, we
will assume from here on that L is a relational, 1-sorted language including “=",
“T7”, “1” and other propositional variables. The symbol “=" will always be
interpreted as usual equality. We will also always assume a set-based semantics
(as opposed to topos semantics) unless otherwise noted.
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Definition V.5. The positive formulas of L will be those built up from atomic
L-formulas, and “3”, “A”, and “V”. (Exactly the geometric formulas?) We will
sometimes write ¢(Z) € L* to abbreviate that ¢(Z) is a positive L formula.

Note that any positive formula ¢(Z) € LT is logically equivalent to a for-
mula of the form Jgy(z,y), where (&, ) is a quantifier-free positive formula.
Observe that this is also true in topos semantics by the fact that a sequent is
true in any topos iff it holds in Set.

Definition V.6. 1. A homomorphism or continuation of L-structures,
h:M — N,
is a map of domains preserving atomic formulas, i.e.,
M E R(a) = N E R(h(a))

for R(Z) any atomic formula (here, h(a) abbreviates (h(ai),...,h(ay))).
Note that a homomorphism also preserves arbitrary positive formulas.
We will often say “N continues M” or “M continues to N” or “N is a
continuation of M”.

2. An embedding h : M — N is an injective homomorphism

3. An immersion h: M — N is a homomorphism such that for any positive
formula ¢(z) € LT,

M = p(a) & N |= ¢(h(a)).

(An immersion is the positive analogue of elementary embedding in usual
model theory).

4. Let I be a class of L-structures and M € I". We say that M is positively
existentially closed in T if, for any N € I, if h : M — N is a homomor-
phism, then A is an immersion. (From now on, we will say “M is pec in
T” or just “M is pec” if the context is clear.)

5. A class of L-structures I is called inductive if it is closed under inductive
limits (colimits) of diagrams where the arrows are homomorphisms.

Remark V.7. A class of L-structures being inductive is analogous to a class
of structures being closed under unions of chains. In fact, if we require that
I' is closed under isomorphism, then the inductive property is precisely the
requirement that I' is closed under unions of chains. Note that the notion of
inductive class can be translated to a suitable topos theoretic setting.

Theorem V.8. IfT" is an inductive class of L-structures, then for any M € T’
there is N € I' which is pec and a continuation h : M — N.
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Remark V.9. This theorem is the analogue of the fact that for any class which
is closed under unions of chains / is universal, any element can be continued to
an existentially closed structure for that class.

Category theoretically, models which are pec for a class I' are the injective
objects of the category with objects I' and homomorphisms.

Proof. The proof is an adaptation of the usual construction of existentially
closed models: Let M € I" and let {0, : @ < k} enumerate all positive L(M)-
sentences. Take M = My = Ny If o is not true in any continuation of M, let
Ny = M. Otherwise, if take hy : M — Nj be a continuation of M to Ny € T’
such that N7 | 0. For a < k, take hqt1 : Ny — Nat1 a continuation such
that Not1 | 04. If no such continuation exists, take Noy1 = N,. For 8 < k
a limit ordinal, take Ng to be the inductive limit of the system (hq+1 @ No —
Nat1 : a < f3). Let My be the inductive limit of (hat1 : No = Naog1 @ a0 < K).
There is a canonical homomorphism Hy : My — M.

For i < w, let {0; : @ < K} enumerate all positive L(M;)-sentences. Con-
struct M;41 and H;y1 @ M; — M,41 as in the previous step.

Take N to be the inductive limit of the system (H; : M; — M1 1i <w). O

Question. The construction in the proof of Theorem uses the Axiom of
Choice. In which toposes is it possible to similarly construct (analogues of) pec
structures? We suspect that, since Choice was used in a way external to the
topos at hand, such a construction should still be possible in a topos without
the axiom of choice as part of its internal logic (A topos has the axiom of choice
iff every epimorphism has a left inverse?).

Definition V.10. 1. An h-universal sentence is a sentence of the form
Vz-p(7),

where ¢(Z) € LT is a positive quantifier-free formula (i.e. an h-universal
formula is a negation of a positive existential formula).

2. An h-universal theory is a consistent set of h-universal sentences.

3. An h-inductive sentence is one of the form

vz (p(z) = ¢(2)),
where ¢(Z) and (Z) are positive formulas (i.e. a geometric sequent).

4. An h-inductive theory is a consistent collection of h-inductive sentences
(i.e. a geometric theory). Note that because our language is assumed to
contain T and L, any h-universal sentence is also h-inductive: if p(Z) is
any positive, quantifier-free L-formula, then VZ—(Z) = VZ(o(Z) — L1).

Fact V.11 (Positive Compactness, [14]). An h-inductive theory is consistent
iff it is finitely consistent.
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Lemma V.12. Let T; he an h-inductive L-theory and let T, be the set of h-
universal logical consequences of T;. Then the models of T, are precisely the
L-structures which continue to a model of T;.

Proof. Clearly, if h : M — N where N |= T;, then M |=T,,. On the other hand,
suppose M = T,. It suffices to show that D, (M) UT; is consistent, where

Dy (M) :={p(a): M = p(a),a € M, p(Z) is atomic}.

If not, then by compactness there is some finite conjunction of atomic formu-
las (z) = A! ¢i(Z) such that T; - VZ—¢(z). Since VZ—¢)(Z) is h-universal,
Vz—)(Z) € T,. This is a contradiction, since M |= T, and M | 3zyY(Z). O

Corollary V.13. Let T; and T, be as above. Then the pec models of T; are
precisely the pec models of Ty, .

Proof. The main thing to show is that a pec model of T, is a pec model of
T;. Suppose M is a pec model of T,,. By Lemma there is a continuation
h: M — N for some N = T;. By definition of T;,, we also have that N = T,.
Let VZ[p(Z) — ¥(Z)] € T;. Let a € M be such that M = ¢(a). As ¢(Z) is
positive and h : M — N is a homomorphism, M = ¢(a@) implies that N =
p(h(a)). As N =T;, N = ¢(h(a)). Finally, since M is pec for T,,, h : M — N
is an immersion, and so M = ¢(a). Therefore, M = VZ[o(Z) — ¥ (Z)], and so
MET. O

Lemma V.14. The class of pec models of an h-inductive theory is inductive.

Proof. Let T; be an h-inductive theory and let I' be the class of pec models of
T. Let M be the inductive limit of a system (h; ;j : M; — M; : i < j € I), where
(I, <) is directed set. It is easy to see that M is a model of T}, since each of the
canonical morphisms f; : M; — M is an immersion as M; is pec.

It remains to show that M is pec. Suppose ¢(Z) € L™ is a positive formula,
a € M, and h : M — N is a continuation of M into some N = T;. For
some i € I, we have that a € Im(f;), where f; : M; — M is the canonical
homomorphism. As M; is pec for T;, the homomorphism ho f; : M; — N is an
immersion. Let a; € M; be such that f;(a;) =a € M. Then

N [ ¢(h(a)) < N | o(ho fi(a;))
& M; = p(a;)
& M = o(fi(a:))
& M E o(a),

as required. O

Remark V.15. One can construct the analogue of a type space in a topos by
considering maximal filters in Heyting algebra of subobjects. Roughly, if you
have “types” in infinitely many variables you can “do all of model theory” by
just considering projections to finitely many variables (types). ...what?
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Notation. For T; an h-inductive theory, we write T}, (“k” for “Kaiser” or “Kaiser
hull” = inductive hull) for the (h-)inductive theory of the class of pec models
of T;. T}, is the maximal of those h-inductive theory T' O T; such that T and T;
have the same h-universal consequences.

Definition V.16. We say that an h-inductive theory T; (or equivalently T3,)
has a positive model companion if the class of pec models of T; is the class of
models of an h-inductive theory.

Note that in the definition, the relevant h-inductive theory, must be T},
which we call the positive model companion of T;

Exercise V.17. A class of models of closed under inductive limits iff it is the
class of models of an h-inductive theory.

Remark V.18. 1. Call an h-inductive theory T positively model complete iff
for any M, N | T, any embedding h : M — N is an immersion.

2. T; has a positive model companion iff T} is positively model complete.
Definition V.19. Let T be a h-inductive L-theory.

1. An n-type p(Z), where |Z| = n, is a set of positive L-formulas in the vari-
ables Z, maximal with respect to the property that T'Up(Z) is consistent.

2. For M T, and a € M",
tp1;(@) = {o(7) € L* : M p(a)}.

Remark V.20. As defined, tp,(a) is not necessarily a type.

Lemma V.21. Let T; be an inductive theory, and let M and N be pec models
of T; (equivalently of T, ). Suppose a € M™ and b € N™. Then

tp3; (@) S tpy (b) = tpy, (@) = tpy (b),
i.e. for M a pec model, tp};(a) is a type. This is iff, but why?

Proof. By compactness, Th(N)U Dy (M) is consistent, and so there is N' = T;
and homomorphism i : M — N’ and g : N — N’ such that

h(a) = g(b) € N'.
Since M and N are pec, h and g are immersions, therefore

tpi, (@) = tpy, (h(@)) = tp}, (9(b)) = tp (D).
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Lemma V.22. Let T; be an h-inductive theory. For any negated positive for-
mula —¢(Z), there is a (possible infinite) disjunction \/;¢;(Z) such that in any
pec model M = T;,

M valp(a) o\ 6(@)

This gives infinitary axioms for the class of pec models of T;.

Question. Does this give a classifying (Grothendieck) topos for the class of pec
models of T;7

Remark V.23. The classical analogue of Lemma is that every negated
existential formula is equivalent to finite disjunction of existential formulas in
any ec model of a V3 theory / universal theory.

Proof. Let M = T; be pec for T; and consider the set
P(z) = {tp},(a) :a € M,M = —p(a)}.

By Lemma [V.21] for every p(z) € P(Z), T; Up(Z) U {p(Z)} is inconsistent, and
so by positive compactness there is a positive formula ¢,(Z) € p(Z) such that
T; U {4, (Z), p(Z)} is inconsistent. Then

V (@)
p(Z)EP(T)
is the required disjunction. O

Corollary V.24. Given T; an h-inductive theory, Ty is positively model com-
plete (and so it the positive model companion of T;) if and only if every o(Z) €
L™ has a positive complement modulo Ty,. That is, for every positive o(Z), there
is a positive formula ¥ (Z) such that

Ti | VElp(®) vV (@) A ~3E{p(3) A p(@)]
Proof. By Lemma and compactness. O

Remark V.25. In this situation, T} is model complete in the usual sense.

V.1 Informal Remarks, Concluding Remarks, and
Informal Concluding Remarks
Type spaces: For each n, let S, = S,(T;) be the space of n-types for T; as

described earlier. Each S, has a topology generated by basic closed sets of the
form

{p(.’f?) € Sp: (p(i‘) € p(.f)}
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for some positive formula ¢(z).

When T; has a positive model companion, each S, is a stone space (we can
identify with the first order theory Tj).

In general:

Fact V.26. 1. S, is quasi-compact. For an explicit ezample of when S, is
not Hausdorff, see [T])].

2. The projection map Sn+1 — Sy, is closed and continuous.

3. We obtain a contravariant type-space functor from the category of finite
sets to the category of quasi-compact topological spaces. This is one pre-
sentation of a “compact abstract theory” (CATS). Here, additional as-
sumptions may be imposed:

e S, is Hausdorff (Hausdorff CATS);

e S,+1— Sy is open (Open CATS);

e Continuous Cats (corresponding to continuous logic) are Hausdorff,
open, and “c = x”, i.e. the diagonal in Ss, is a countable intersec-
tion of open sets (does this make Sy metrizable/completely metrizable
somehow?)

Remark V.27. The Morleyization of a first-order theory gives an h-inductive,
positively model complete (even better, with quantifier elimination) positive
theory.

Universal domains: Say T; has the joint continuation property (JCP) if for
all My, My = T;, there is N = T; and continuations h; : M; — N, for j = 1,2.
If T; has the JCP, then (at least assuming GCH), T; has essentially unique
universal homogeneous models in each k > Ny, i.e. M = T;, |[M| =k, and M is
positive xk-homogeneous, positive k-saturated, and x-universal.

V.1.1 Conclusion

Is there something interesting that categorical logic can say for contemporary
model theory?

Yet undecided.
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